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ABSTRACT

This study extends the heated condensation framework (HCF) presented in Tawfik and Dirmeyer to in-

clude variables for describing the convective background state of the atmosphere used to quantify the con-

tribution of the atmosphere to convective initiation within the context of land–atmosphere coupling. In

particular, the ability for the full suite of HCF variables to 1) quantify the amount of latent and sensible heat

energy necessary for convective initiation, 2) identify the transition from moistening advantage to boundary

layer growth advantage, 3) identify locally originating convection, and 4) compare models and observations,

directly highlighting biases in the convective state, is demonstrated. These capabilities are illustrated for a

clear-sky and convectively active day over the Atmospheric Radiation Measurement Program Southern

Great Plains central station using observations, the Rapid Update Cycle (RUC) operational model, and the

North American Regional Reanalysis (NARR). The clear-sky day had a higher and unattainable convective

threshold, making convective initiation unlikely. The convectively active day had a lower threshold that was

attained by midafternoon, reflecting local convective triggering. Compared to observations, RUC tended to

have the most difficulty representing the convective state and captured the threshold for the clear-sky case

only because of compensating biases in themoisture and temperature profiles.Despite capturing the observed

moisture profile very well, a stronger surface inversion in NARR returned overestimates in the convective

threshold. The companion paper applies the HCF variables introduced here across the continental United

States to examine the climatological behavior of convective initiation and local land–atmosphere coupling.

1. Introduction

The representation of convective cloud cover and

precipitation is one of the principle uncertainties in cli-

mate models (Dai 2006; Liang 2004; Song et al. 2013;

DeAngelis et al. 2013). This is due in part to the small

scales relative to model grid size at which convection

occurs and the complex interactions between large-scale

forcings and local surface conditions on subdiurnal time

scales (e.g., Zhang 2003; Weaver 2004; Frye and Mote

2010; Lintner et al. 2013; Trier et al. 2013; Ruiz-Barradas

and Nigam 2013). To properly understand and capture

these complex interactions, relationships between the

various scales from the land surface (e.g., local) to the

atmosphere (e.g., background state) must be consis-

tently quantified.

Traditionally, two approaches have been taken when

exploring the impacts of the land surface on pre-

cipitation. The first attempts to capture the bulk inter-

action between soil moisture and precipitation

essentially quantified the time-averaged or aggregate

interactions (e.g., Fennessy and Shukla 1999; Findell and

Eltahir 2003a; Koster et al. 2006, 2009; Dirmeyer 2006;

Findell et al. 2011). The first phase of the Global Land–

Atmosphere Coupling Experiment (GLACE) sug-

gested that semiarid–semihumid regions favor a positive

soil moisture–precipitation feedback, meaning wet soil

moisture anomalies favor an increase in precipitation
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(Koster et al. 2004). It should be noted that the varia-

tions in the strength of coupling across the participating

models were large (Guo et al. 2006; Dirmeyer et al.

2006). Following similar experiment designs, several

regional modeling studies identified hotspots in semi-

arid regions (Seneviratne et al. 2006; Zhang et al. 2008;

Tawfik and Steiner 2011; Mei and Wang 2012); how-

ever, the location of modeled arid–humid transitions

can vary depending on the land surface and atmo-

spheric model coupling combination.

The second approach attempts to disaggregate

coupling among the various process links that connect

soil moisture to precipitation (e.g., Ek and Holtslag

2004; Betts 2009; Santanello et al. 2009, 2011;

Seneviratne et al. 2010; van Heerwaarden et al. 2010;

Dirmeyer 2011; Ferguson et al. 2012). A valuable tool

for dissecting the relative contributions of surface

fluxes to boundary layer development is the mixing

diagram approach (Betts 1984, 1992; Santanello et al.

2009). Mixing diagrams use the diurnal coevolution of

2-m temperature and humidity to identify the influ-

ence of local surface energy fluxes on boundary layer

development. Santanello et al. (2013) present a

comprehensive mixing diagram analysis comparing

nine combinations of land surface and boundary layer

schemes in the NASA Land Information System (LIS)

coupled to the Weather Research and Forecasting

(WRF) Model against observations over the Atmo-

spheric Radiation Measurement Program (ARM)

SouthernGreat Plains (SGP) stations. They showed that

the sensitivity of planetary boundary layer (PBL) de-

velopment to changes in soil moisture initialization

varied depending on the combination of land surface

and PBL parameterization. Using a single-column

boundary layer model with a quasi-analytical solution

for relative humidity at the top of the PBL, modified

from Ek and Holtslag (2004), Gentine et al. (2013)

found that convective initiation over land is determined

by several interrelated factors: surface evaporative

fraction, surface temperature, relative humidity of the

free troposphere, and the ratio of moisture and tem-

perature lapse rates in the free troposphere. This results

in two distinct regimes capable of triggering convection,

a dry regime where boundary layer growth increases

relative humidity at the top of the boundary layer and a

wet regimewhere surfacemoisture inputs under a strong

inversion directly increase boundary layer humidity.

This is in agreement with observational studies that also

used the Ek and Holtslag (2004) methodology to show

the existence of a dry boundary layer growth regime

(Westra et al. 2012).

Much attention has also been dedicated to addressing

the well-known early diurnal onset of parameterized

convective precipitation in models (e.g., Ghan et al.

1996; Dai et al. 1999; Zhang 2003; Collier and Bowman

2004; Dai and Trenberth 2004; Rosa and Collins 2013;

Hohenegger and Stevens 2013a) and its connection with

surface fluxes (Zhang 2003; Guichard et al. 2004;

Chaboureau et al. 2004; Lee et al. 2010). By evaluating

the time derivative of convective available potential

energy (CAPE), Zhang (2003) was able to show that

surface fluxes were out of phase with the diurnal pre-

cipitation maximum over the SGP and that large-scale

forcings were likely controlling the observed nighttime

precipitation maximum. Ruiz-Barradas and Nigam

(2013) showed similar results over the SGP region, im-

plicating low-level moisture transport as the primary

driver of precipitation. Additionally, using 13 yr of ob-

servations, Zhang andKlein (2013) found that boundary

layer relative humidity was enhanced during active

nonprecipitating shallow cumulus development typi-

cally produced by high morning evaporative fraction

locally and horizontal moisture advection below

850hPa. This was consistent with previous work that

found the transition from shallow to deep convection to

be positively correlated with greater moisture above the

boundary layer (Zhang and Klein 2010).

Examining the conditions favorable for the develop-

ment of deep convection over the tropical Atlantic

Ocean, Hohenegger and Stevens (2013b) showed that

moisture convergence is a more dominant mechanism

for initiating deep convection than local surface flux

forcing. Estimates relating this analysis to typical ARM-

SGP conditions returned similar results, highlighting the

importance of nonlocal moisture transport (Hohenegger

and Stevens 2013c). Prior work has attempted to relate

early morning conditions to afternoon precipitation

(Findell and Eltahir 2003a,b), demonstrating that con-

vection may be initiated over either anomalously wet

or dry soils depending on the overlying atmosphere.

Ferguson and Wood (2011) found this framework

to be latitudinally dependent when applied globally.

Additionally, satellite-based estimates have suggested

weaker coupling than many modeling studies (Ferguson

et al. 2012; Taylor et al. 2012). Using the North Ameri-

can Regional Reanalysis (NARR), Findell et al. (2011)

found a positive feedback relationship betweenmorning

evaporative fraction and the triggering of afternoon

precipitation over the southeastern United States,

but no significant correlation over the central United

States. This result was found to be most significant in

the summer when the methodology of Findell et al.

(2011) was applied to the entire seasonal cycle (Berg

et al. 2013).

Although some of these studies appear to downplay

the importance of surface fluxes and surface energy
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partitioning in triggering convection over the SGP re-

gion, they simply highlight the difficulty of separating

local from nonlocal impacts on convective initiation.

Tawfik and Dirmeyer (2014) introduced the heated

condensation framework (HCF) as a tool for addressing

this issue. Using 40 yr of radiosonde observations and

output from the NOAA Rapid Refresh forecast model,

they demonstrated that HCF variables can be used to

quantify how close the atmosphere is to triggering con-

vection locally, thereby isolating the contribution of the

atmospheric background state on convection initiation.

The current study extends that work to describe the full

suite of HCF variables and demonstrates the capability

of them 1) to quantify the necessary moisture and heat

inputs to trigger convection, 2) to identify the transition

height separating the moistening advantage and

boundary layer growth advantage regimes described by

Gentine et al. (2013), 3) to identify which convective

events were triggered locally, and 4) to point out sources

of model bias in the convective state. These capabilities

are demonstrated for a clear-sky and convectively active

case over the ARM-SGP region in section 4, but first the

HCF is detailed in section 2 and the datasets used are

described in section 3. Section 5 provides a discussion of

several points that emerged in the course of the study,

and the summary and conclusions are given in section 6.

A companion paper (Tawfik et al. 2015, hereafter Part

II) applies the methodology presented here to the entire

continental United States to evaluate the mean con-

vective state and the nature of local convective initiation

in relation to land–atmosphere coupling within a cli-

matological context.

2. Heated condensation framework

The HCF contains a suite of variables that diagnose

the current state of the atmosphere with respect to

convection. These variables can be divided into two

categories: 1) threshold variables and 2) evaluation

variables that provide detailed information regarding

the moisture and heat inputs required to trigger con-

vection. It should be noted that evaluation variables

are borne out of calculating the threshold variables.

Only vertical profiles of potential temperature u and

specific humidity q are required to calculate the HCF

variables. Both sets of variables are summarized in

Table 1, and the method for calculating the full suite is

described below.

a. Threshold variables

The buoyant condensation level (BCL) is defined as

the level at which saturation would occur through

buoyant mixing of heat and moisture alone as a result

of heating at the surface. The BCL can also be regarded

as the height the growing PBL needs to reach for sat-

uration to occur without a change in total column

moisture, only its vertical redistribution through com-

plete mixing. In this regard the BCL is an intrinsic

property of any profile, integrating information of

column moisture and temperature in terms of buoyancy-

driven convection.

To calculate the BCL, 2-m potential temperature u2m
is increased by an increment Du mimicking surface

heating, resulting in a new intermediate mixed layer,

referred to as the potential mixed layer (PML) with a

TABLE 1. Summary description of the HCF diagnostic variables.

Name Description Calculation

BCL Buoyant condensation level; saturation height due to buoyant mixing only See Fig. 1

uBM Buoyant mixing potential temperature; u2m needed to reach the BCL Descend from BCL to surface

PML Potential mixed level; height where perturbed u2m is neutrally buoyant u2m intersects u profile

qmix Specific humidity of the potential mixed layer Mix q profile from PML to surface

q*(uPML) Saturation specific humidity at the PML —

qdef Moisture input required to achieve saturation at the PML q*(uPML) 2 qmix

udef Temperature increase required to reach uBM uBM 2 uPML

rzPML Column density from surface to PML

ðzPML

zsfc

rdz

rzBCL Column density from surface to BCL

ðzBCL
zsfc

rdz

SHdef Sensible heat necessary to reach the BCL cp[uBMrzBCL 2

ðzBCL
zsfc

u(z)rdz]
LHdef Latent heat necessary to reach the BCL LrzPMLqdef

MED Minimum energy distance; minimum energy required to reach saturation

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(SHdef)

2 1 (LHdef)
2

q
Eadv Energy advantage; whether sensible or latent heat inputs favor saturation arctan(LHdef/SHdef)

uadv Potential temperature where the energy advantage transition occurs Descend from Eadv 5 45 to surface
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corresponding potential temperature uPML (5 u2m 1
Du). The specific humidity profile is then homogenized

throughout the PML, returning a potential mixed layer

specific humidity qmix, which is compared to the

saturation specific humidity at the top of the PML

[q*(uPML)] to see if saturation occurs [specific humidity

deficit qdef; 5 qmix 2 q*(uPML), shown in Fig. 1a]. The

BCL is reached on the condition that qdef equals zero.

Note that uBM is the value of uPML once this condition is

reached. Step-by-step details for calculating the two

threshold variables BCL and uBM can be found in Tawfik

and Dirmeyer (2014). The BCL and uBM are conserved

quantities inherent to a given profile and do not require

the arbitrary selection of a reference parcel, height, or

layer of the atmosphere. This makes them powerful di-

agnostics for evaluating the departure from saturation

for any given profile and allows for the direct compari-

son of convective preconditioning between observations

and models.

b. Detailed evaluation variables

In addition to the threshold variables, terms can be

calculated to evaluate specific attributes of a profile (cf.

Table 1). The temperature deficit udef and specific hu-

midity deficit (qdef) can be defined for every tempera-

ture increment describing, respectively, the surface

temperature and moisture inputs needed in order for

saturation to occur at the top of the mixed layer

(Fig. 1a). Both terms approach zero as the BCL is

reached. These deficit pairs can also be expressed as

time-integrated flux values. To calculate the amount of

additional latent heat energy necessary (LHdef) for

triggering convection, qdef is multiplied by the latent

heat of vaporization L and the column density of the

potential mixed layer rzPML (Fig. 1a). Similarly, the

amount of additional sensible heat energy necessary

(SHdef) for triggering convection is calculated by

subtracting the column-integrated sensible heat of

the particular uPML profile [second term in Eq. (1)]

from the total column-integrated sensible heat re-

alized by the BCL [first term in Eq. (1)]:

SHdef 5 cpuBM

ðz
bcl

z
sfc

r dz2 cp

ðz
bcl

z
sfc

u(z)r dz , (1)

where cp is the specific heat capacity of dry air, r is the air

density of the particular profile (either the well-mixed

BCL profile or the uPML profile; see Fig. 1a), and u(z) is

the potential temperature profile associated with a

particular uPML. Note that LHdef represents the re-

quired moisture input needed to lower the BCL to in-

tersect the PBL, whereas SHdef describes the additional

sensible heat required to raise the surface temperature

and grow the PBL to reach the BCL (i.e., in order to

attain the uBM threshold; Fig. 1a). These two deficits

can then be regarded as representing the surface-

heating (SHdef) and moisture-injection pathways

(LHdef) at a snapshot in time.

To identify the total energy departure from satura-

tion and the relative importance of the energy com-

ponents, LHdef and SHdef can be described in terms of

vector quantities (Fig. 1b). The magnitude of the en-

ergy deficit vector, where LHdef is the x component and

SHdef is the y component, describes the minimum en-

ergy distance (MED) needed to reach saturation, and

the angle between the two components describes the

degree of energy advantage Eadv (Fig. 1b). When Eadv

is less than 458 the LHdef is less than the SHdef, meaning

FIG. 1. (a) Thermodynamic profile (e.g., skew T–logp diagram) describing variables needed to calculate the full HCF variable suite. See

Table 1 for a summary of variable names and the text in section 2 for a full description. (b) Illustration of the relationship between SHdef,

LHdef, MED, andEadv. (c)MappedHCF variables to mixing diagram space at the saturation point identified by the q*, uBM pair (asterisk)

and the PML identified by the qmix, uPML pair (black dot). The zero subscript represents a modified energy deficit that is divided by the

respective column density needed to convert from MJm22 to kJ kg21.
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it is more advantageous, energetically, to add moisture

to the PML rather than heat the surface and grow the

PBL in order to reach saturation. The opposite holds

forEadv greater than 458. Physically, the 458 line defines
the transition from moistening advantage to dry ad-

vantage (i.e., boundary layer growth advantage). Note

that this is similar to the mixing diagram formulation

but evaluates the departure from saturation rather than

absolute q and u quantities; however, HCF variables

can be mapped to mixing diagram space by simply

eliminating the column density dependence (SHdef0 5
cpudef and LHdef0 5 Lqdef), as is shown Fig. 1c. While it

is not the focus of the current work, mapping HCF

variables to mixing diagram space adds a straightfor-

ward quantification of saturation thresholds necessary

for completing the soil moisture–precipitation feed-

back process chain and will be the subject of future

work. Using this set of thresholds and evaluation di-

agnostics (Table 1), we can fully describe the state of

the atmosphere with respect to convection in terms of

time-integrated fluxes, as well as compare models and

reanalysis directly against observations.

c. Comparison to parcel-derived quantities

Some of the HCF variables are analogous to parcel-

derived variables commonly used to assess the likeli-

hood of convective initiation. In particular the BCL is

similar to the lifted condensation level (LCL), and the

SHdef and udef are comparable to convective inhibition

(CIN). The primary difference is that in the parcel the-

ory framework parcels are assumed to ascend with some

prescribed environmental entrainment rate. This en-

trainment rate has been the subject of many laboratory

and numerical modeling studies (e.g., Stommel 1951;

Morton et al. 1956; Squires and Turner 1962; Kuang and

Bretherton 2006; Derbyshire et al. 2004; de Rooy et al.

2013; Matulka et al. 2014), whereas recent land–

atmosphere coupling studies simply assume entrain-

ment to be zero when calculating the LCL (e.g., Juang

et al. 2007; Betts 2009; Ferguson et al. 2012; Couvreux

et al. 2012; Santanello et al. 2013; Betts et al. 2014;

Dirmeyer et al. 2014), artificially isolating the parcel

from its environment. In this regard, both the need to

select a parcel for ascent and to prescribe an entrain-

ment rate result in additional degrees of freedom and

consequently multiple possible LCL heights. Note that

returning several LCL heights from a single atmo-

spheric profile can be useful when evaluating maximum

CAPE or possible cloud depths. However, with regard

to convective initiation, it is well known that moist

convection is not necessarily triggered when the LCL

height, calculated from a single parcel, is lower than the

PBL, making probabilistic ensemble plume approaches

more appropriate (Golaz et al. 2002; Lawrence and

Rasch 2005; Bogenschutz et al. 2012; D’Andrea

et al. 2014).

On the other hand, HCF variables are inherent

properties of the atmospheric column as they are con-

structed to mimic incremental buoyant mixing and ob-

served boundary layer growth behavior and do not

require parcel selection. Therefore, HCF variables are

specifically suited for buoyancy-driven PBL regimes.

For example, in order for CIN to be calculated, a level

of free convection (LFC) must be present for a given

parcel. The analogous HCF variables, SHdef and udef,

do not have such a restriction, making them broadly

applicable and column representative. Finally, be-

cause parcel-derived metrics are sensitive to the state

variables of the chosen parcel, variables (like the LCL

and CIN) derived from 2-m fields can vary dramati-

cally throughout the diurnal cycle (Guichard et al.

2004). While this is advantageous when attempting to

describe the temporal evolution of surface forcing on

CAPE and cloud-top height, it makes it difficult to

interpret how preconditioned the atmospheric back-

ground state is to convective triggering when com-

paring day to night. The potential complementary

information arising from using parcel-derived metrics

and the HCF are discussed further in section 5b. HCF

variables change only when q and u profiles evolve and

are not especially sensitive to q and u at a specific level.

This is illustrated by the small change in estimated

BCL height when degrading the number of atmospheric

levels, which returns correlation coefficients R2 greater

than 0.9 and root-mean-square errors (RMSEs) of less

than 0.6 km when reducing the observations to 29 and

20 levels for all ARM-SGP 1200 UTC soundings from

1994 to 2012.

3. Data

The current study demonstrates the ability of HCF

variables to capture the convective state of the atmo-

sphere over the ARM-SGP central site at Lamont,

Oklahoma, during two contrasting cases from the In-

ternational H2O Project (IHOP_2002; Weckwerth et al.

2004). The days were chosen to capture a completely

clear-sky day (6 June, hereafter referred to as CLEAR)

and a convectively active day over the central plains with

local cloud cover and precipitation present (12 June,

hereafter referred to as CLOUDY).

a. IGRA

Atmospheric soundings of temperature, humidity,

pressure, and geopotential height necessary for com-

puting HCF variables are retrieved from the Integrated
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Global Radiosonde Archive (IGRA). The IGRA con-

tains quality-controlled atmospheric profiles with most

stations available from the 1970s to the present (Durre

et al. 2006). Because the two days chosen for examina-

tion were during IHOP_2002 (Weckwerth et al. 2004),

eight soundings are available for 6 June [;(0000, 0300,

0700, 0900, 1200, 1600, 1900, and 2100) local Central

Daylight Time; CDT] and six for the 12 June case

[;(0300, 0600, 0900, 1200, 1500, and 1800 CDT)]. All

soundings during these two days had at least 33 vertical

levels, with the exception of the 1800 CDT 12 June

sounding, which had 16 levels.

b. ARM-BE

The ARM Best Estimate (ARM-BE; Xie et al. 2010)

dataset provides a comprehensive suite of observations

designed to capture the variables necessary for un-

derstanding cloud–radiation–surface interactions. Ob-

served cloud fraction as a function of height from the

Active Remote Sensing of Clouds (ARSCL) value-added

product is used in the current work. The ARSCL con-

tains best-estimate measurements from the millimeter-

wavelength cloud radars (MMCRs), micropulse lidars

(MPLs), and laser ceilometers. Hourly measurements

from the ARSCL are available at 45-m vertical resolu-

tion with 512 levels starting at the surface. Precipita-

tion, 2-m relative humidity, and 2-m temperature from

ARM-BE are also used to provide a more complete

portrait of clear-sky and convectively active case

study days.

In addition to the observed variables, ARM-BE also

packages output from the Rapid Update Cycle (RUC)

model (Benjamin et al. 2004). The RUC is an opera-

tional forecast model that provides hourly forecasts at

13-km horizontal grid spacing and 37 vertical levels over

the continental United States. Temperature, specific

humidity, and geopotential height output fromRUC are

used to derive the full suite of HCF variables. The RUC

model output and derived HCF variables are used to

illustrate the ability for HCF variables to diagnose the

nature of model biases in the convective state of the

atmosphere. This helps show how the HCF can be used

to guide model development and identify which char-

acteristics pertaining to convective initiation are poorly

captured by models.

c. NARR

The NARR is an extended regional data assimilation

product that ingests surface observations every hour and

atmospheric temperature, moisture, and wind every 3 h

into the NCEP Eta Model (Mesinger et al. 2006). As-

similated precipitation is derived using daily totals

from the National Climatic Data Center (NCDC) daily

cooperative stations and Climate Prediction Center

River Forecast Center stations that are then dis-

aggregated into hourly totals using temporal weighted

values from a 2.58 gridded analysis of hourly rain gauge

data from the NCDCHourly PrecipitationData stations

over the continental United States where available.

Global reanalysis precipitation is used where hourly

gauge data are not available. The Noah land surface

model is also run interactively within the assimilated

system, returning internally consistent estimates of sur-

face energy fluxes and soil moisture. The NARR pro-

vides output averaged over the prior 3 h on a Lambert

conformal grid with approximately 32-km grid spacing

over North America.

For the purposes of this study and to illustrate the

ability of the HCF to pinpoint model biases in the at-

mospheric convective state, the NARR grid cell con-

taining the ARM-SGP site was selected for the two case

study days (6 and 12 June 2002). Three-hourly averaged

temperature, specific humidity, and geopotential height

profiles were retrieved from the NARR and used to

calculate the full suite of HCF variables (Table 1). It

should be noted that because NARR is a retrospective

reanalysis, observed vertical profiles of temperature and

humidity used to calculate HCF variables are likely as-

similated. Therefore, biases are expected to be weaker

in NARR relative to RUC, which is a 1-h forecast that

would not be assimilating the observed profiles used for

comparison.

4. Results

a. Case study description

During CLEAR the BCL was approximately 5.5 km

high in the early morning and gradually increased to

6 km by 0700 CDT (Fig. 2a). Because this is an un-

attainable depth for the boundary layer to reach, con-

vection due to local surface heating alone is not likely

to occur. During the morning (0400 CDT) and early

evening (2100 CDT) there were trace amounts of pre-

cipitation recorded at ARM-SGP (Fig. 2a). These trace

precipitation totals may have been the result of morning

fog or dew because the 2-m relative humidity (RH2m)

measured was close to 100% during these times,

representing a shallow saturated layer near the surface

(Fig. 2a). As the morning progressed, RH2m decreased

rapidly, typical of a growing mixed layer and surface

heating (Betts 2009), and the convective initiation deficit

udef never fell below 27K (Fig. 2a)

The CLOUDY case has been the subject of many

studies because of the intensive observational network

deployed during this time (Weckwerth et al. 2004) and the
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combination of complex mesoscale features (Markowski

et al. 2006; Wilson and Roberts 2006; Weckwerth et al.

2008; Liu and Xue 2008). In particular, a mesoscale con-

vective system (MCS) developed over central Kansas

during the prior evening and propagated southeastward

toward the ARM-SGP station, producing the deep cloud

cover and 1.3mm of precipitation at 0800 CDT (Fig. 2b).

After the precipitation event, the BCL lowered from 2 to

1km because of moistening of the column and surface

(100%RH2m; Fig. 2b). By latemorning (1000–1200 CDT)

low-level clouds thinned, allowing for some surface

heating (seen as a 2-m temperature increase) and a cor-

responding drop in RH2M (Fig. 2b). As detailed in prior

work (Markowski et al. 2006; Liu and Xue 2008;

Weckwerth et al. 2008), a residual outflow boundary that

resulted from passage of the early morningMCS began to

recede northward, advecting warm, moist air into the

ARM-SGP observing region. This warm, moist air ad-

vection manifested in a lower BCL from 2.4km at 1200

CDT to 1.8km at 1500 CDT (Fig. 2b). By 1500 CDT,

convection was initiated locally over the ARM-SGP fa-

cility, as identified by the HCF (udef5 0; Fig. 2b, bottom),

followed by an increased vertical extent in cloud cover

from a 2.4-km to a 5.8-km maximum. This locally trig-

gered event agrees with satellite imagery presented in

prior work (e.g., Weckwerth et al. 2008). Thick, high

clouds were then observed by 1700 CDT that sub-

sequently evolved into a completely opaque cloud deck

extending to the tropopause developed producing 0.5mm

of precipitation (Fig. 2b) due to a transient system origi-

nating to the west of the ARM-SGP facility (Weckwerth

et al. 2008; Liu and Xue 2008). We can see that the

complexity of the meso- and large-scale environments is

captured by changes in the BCL height and udef over time

FIG. 2. Observed diurnal evolution of (from top to bottom) percent cloud cover (colored shading) and observed BCL height (asterisks),

precipitation totals, 2-m temperature (black) with 2-m relative humidity (green), and potential temperature deficit for the (a) CLEAR and

(b) CLOUDY cases. The vertical shaded area in (b) identifies locally triggered convection as calculated by the HCF (udef 5 0).
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at a single site. Locally triggered convection occurring

over theARM-SGP site and the related land–atmosphere

coupling regimes (described by LHdef, SHdef, and Eadv)

are elaborated upon in section 4d.

Figure 3 presents the diurnal evolution of the relative

humidity profiles and BCL from observations (OBS),

theRUC forecast model, andNARRdatasets. Note that

each of these datasets is sampled at different times and

represents a range of spatial averaging (see section 3).

For CLEAR, we find generally good agreement be-

tween OBS and the two models with regard to the di-

urnal evolution of the vertical structure of RH, with all

datasets showing RH greater than 45% below 700hPa

and a dry layer (,15% RH) above 600 hPa (Figs. 3a–c).

When comparing RUC to theOBS pattern, however, we

see that RUC exaggerates the vertical extent of the

enhanced near-surface RH observed prior to 0400 CDT

during CLEAR (Fig. 3b). This results in a lower BCL

height (Fig. 3b). Not surprisingly, the NARRRHprofile

and diurnal evolution of the BCL more closely follow

OBS during CLEAR (Fig. 3c).

For the CLOUDY case, the observed BCL varies

between 700 and 880 hPa, corresponding to RH values

greater than 65% before 1200 CDT (Fig. 3d). After

1200 CDT, when 2-m temperature begins to rise

(Fig. 2b), RH values greater than 85% are observed

around 800 hPa, with relatively drier conditions closer

to the surface indicative of a well-mixed boundary

layer (Fig. 3d). RUC has a less saturated air mass

above 800 hPa until 1500 CDT, resulting in a higher

BCL (approximately 665 hPa) than OBS (Fig. 3e), but

begins to mirror OBS after 1500 CDT. The BCL in

NARR is relatively constant at around 660 hPa during

CLOUDY, and the NARR RH profile shows little

change in the vertical structure throughout the day

(Fig. 3f).

The larger discrepancies in the BCL found on

CLOUDY are not surprising because the rapidly

changing observed cloud cover and humidity would be

difficult for models to reproduce, especially given the

3-h averaged NARR compared to the instantaneous

OBS measurements.

FIG. 3. Diurnal evolution of relative humidity (colored shading; %) profiles from (a),(d) observations; (b),(e) RUC; and (c),(f) NARR

for the (top) CLEAR and (bottom) CLOUDY cases. The irregular lines and asterisks are the BCLs from models and observations,

respectively.
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b. Morning sounding: Temperature and mixed
humidity

Here the vertical profiles are dissected into their po-

tential mixed layer specific humidity (qmix) and potential

mixed layer saturation specific humidity [q*(uPML)]

components, allowing for biases in models and re-

analysis to be examined in the context of convective

triggering. This analysis is performed to show that while

the convective triggering thresholds (BCL height and

uBM) may be well represented, individual components

contributing to saturation may have compensating bia-

ses, which may present the illusion of the models cap-

turing the correct convective state, but this may be for

the wrong reasons.

The morning sounding (1200 UTC) is selected for a

more detailed examination because, outside of IHOP_

2002 observational period, soundings are regularly

launched at 1200 UTC, which is close to sunrise over

much of theUnited States. Observedmorning soundings

are available at 0700CDT for the CLEAR case and 0600

CDT for the CLOUDY case. Morning soundings from

RUC are selected at the same hours and represent the

average conditions of the prior hour. Because NARR

is a 3-hourly averaged product, morning soundings refer

to the 1200 UTC timestamp, which captures 0400–0700

CDT. The BCL is located at the height where q*(uPML)

intersects qmix.

For the CLEAR day below 1km, there is an inversion

present for all datasets represented by the increase in

q*(uPML) with height (Fig. 4a). The OBS and NARR

show stronger inversions with amaximum around 0.6km,

whileRUC identifies a weaker inversionwith amaximum

at 0.9km. The qmix profiles exhibit a more gradual de-

crease with height from the surface to the BCL, with an

expected maximum near the surface due to evapotrans-

piration (Fig. 4a). There is very good agreement in qmix

betweenOBS andNARR, especially above 2.5km, while

RUC tends to overestimate qmix by approximately

2 gkg21 throughout the entire profile (Fig. 4a). Despite

having a moister profile, RUC still returns a slightly

higher BCL. This is because of the higher q*(uPML) found

above 3km that serves to increase qdef (Fig. 4a). There-

fore, the wetter RUC moisture profile (higher qmix) is

compensated by a stronger environmental lapse rate re-

flected in q*(uPML) generally returning the same BCL

height as OBS, but due to compensating errors in tem-

perature and moisture components (Fig. 4a).

For the CLOUDY case, qmix is almost twice as high

near the surface when compared to CLEAR (Fig. 4b).

The OBS morning sounding shows a shallow inversion

with rapid changes in q*(uPML) at 0.2 km spanning a

range of 17–21 gkg21. RUC poorly represents the

structure of q*(uPML) by exaggerating the surface in-

version and underestimates qmix (Fig. 4b). This is the

opposite bias found during CLEAR for RUC (Fig. 4a).

Not surprising, NARR captures the qmix profile very

well below the BCL when compared to OBS, but over-

estimates q*(uPML), resulting in a higher BCL than OBS

(Fig. 4b).

FIG. 4. Vertical profiles of potential mixed layer specific humidity (solid) and saturation specific humidity at the

potential mixed level (dashed) from observations (black), RUC (orange), and NARR (blue) for the 1200

UTC morning soundings during the (a) CLEAR and (b) CLOUDY cases.
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c. Morning sounding: Latent and sensible heat deficits

The latent and sensible heat deficits (LHdef and

SHdef), illustrated in Fig. 5 for the morning soundings

(1200 UTC) on CLEAR and CLOUDY, quantify the

amount of additional energy necessary for triggering

convection through heating the surface (SHdef) or

through additional moisture inputs (LHdef). The utility

of this mixing-diagram-like energy space (Santanello

et al. 2009) is that it poses convective initiation in terms

of time-integrated flux unit. For example, an SHdef and

LHdef pair of 20 and 10MJm22, respectively, means

for a given mixed layer height (PML) it would take less

latent heat energy input to trigger convection than to

heat the surface (i.e., LHdef , SHdef). Therefore, more

moisture is required to make surface heating a viable

pathway for initiating convection relative to moisture

inputs. This transition from moisture to PBL growth

advantage is marked by the 1:1 line in Fig. 5. The un-

perturbed PML height (i.e., PML 5 PBL) corresponds

to the highest SHdef values. Once no additional heating

(SHdef 5 0) or moistening (LHdef 5 0) is needed con-

vection is initiated; this is marked at the origin. Note that

this differs from mixing diagram space in that energy

deficits required to reach saturation are illustrated and

that the change in these deficit diagnostics are described

over time rather than describing the overall character-

istics of the diurnal cycle.

The SHdef is approximately 3 times larger for the

CLEAR morning sounding (74–86MJm22) when com-

pared to CLOUDY (16–24MJm22; Fig. 5), meaning

that less local surface sensible heating is required to

reach the BCL during CLOUDY. This implies that the

atmosphere is much drier during CLEAR and thus re-

quires additional moisture, making latent heat inputs

more energetically favorable for reaching saturation

(represented by Eadv being mainly less than 458). The
behaviors of RUCandNARRare similar toOBS for the

CLEAR sounding, with RUC showing a smaller LHdef

resulting from the high qmix biases shown in Fig. 4a.

The CLOUDY sounding again shows much greater

variation betweenmodels and observations (Fig. 5b). The

models have higher unperturbed (i.e., PML 5 PBL)

SHdef (24MJm22 for RUC and 15MJm22 for NARR)

than OBS (13MJm22). Additionally, the LHdef for the

models is higher with both NARR and RUC, reaching a

maximum around 13MJm22 (Fig. 5b). Physically, this

can be interpreted as NARR and RUC having less sat-

urated atmospheres (Figs. 3d–f) and thus increasing the

BCL height. More moisture is then required to lower the

BCL height to intersect the PBL (i.e., a greater LHdef),

and simultaneously greater heating is required to grow

the PBL to intersect a now higher BCL (i.e., a greater

SHdef). This cumulative effect represents the nonlinear

relationship between the moisture and heat components

involved in convective initiation, where a change in

moisture results in a coincident response in the surface

heating required to trigger convection. The implications

for land–atmosphere coupling are discussed in section 5b.

d. Diurnal evolution of convective state

Through exploration of the diurnal evolution of the

minimum energy distance (MED) and energy advantage

FIG. 5. LHdef and SHdef for the (a) CLEAR and (b) CLOUDY cases comparing energy deficit space for the

morning soundings fromobservations (black), RUC (orange), andNARR (blue). The 1:1 line identifies the transition

from moistening advantage regime (SHdef . LHdef) to the boundary layer growth regime (SHdef , LHdef).
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(Eadv) with height, the total energy required for con-

vective initiation and relative energy deficits can be

characterized. This will enable comparison between

CLEARandCLOUDY,with particular emphasis on the

most energy advantageous pathway immediately prior to

an observed local convective initiation event (CLOUDY

at 1500CDT; Fig. 2b). Figure 6 shows the diurnal cycle of

the MED vector with height, where vectors are colored

by Eadv, and MED approaches zero at the BCL. The

green vectors represent the energy advantage transition.

Note that CLEAR and CLOUDY cases have different

reference magnitudes for the MED vectors because of

the difference associated with relatively dry and wet

soundings, respectively. Missing vectors below the BCL

represent the boundary layer height as defined by the

unperturbed PML height (e.g., uPML 5 u2m).

For both days MED is largest near the surface and

decreases with height. The large MED near the surface

is expected because SHdef is largest when udef is maxi-

mized. The observed diurnal pattern of the transition

height for CLEAR shows a higher energy advantage

transition prior to 1200 CDT (;5km) followed by a

decrease (Fig. 6a). The RUC model, however, shows a

2-km increase in the transition height after 0300 CDT,

and at times shows no transition at all, and thus remains

in a moistening advantage regime (Fig. 6b). The NARR

shows better agreement with OBS than the RUC, but

fails to resolve the gradual decline of the transition

height as the day progresses (Fig. 6c). The discrepancy in

the transition height found in RUC after 0300 CDT

corresponds to generally higher relative humidity below

650hPa (Fig. 3b).

The CLOUDY case MED is less for the OBS than for

NARR and RUC (Figs. 6d–f). This illustrates that less

total energy is needed to reach saturation in the obser-

vations and the possibility of triggering convection

FIG. 6. Diurnal evolution of the vertical profile of the MED vectors (MJm22) for (a),(d) observations; (b),(e) RUC; and (c),(f) NARR

during the (top) CLEAR and (bottom) CLOUDY cases. The vectors are colored by the energy advantage regime where bluer colors

represent a moistening advantage and redder colors represent a boundary layer growth advantage. The solid black line is the height of the

BCL and the dashed line represents the energy advantage transition height (Eadv 5 45).
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locally is higher. At 0300 CDT there is no observed

transition height with the entire column below the BCL

height in a moistening advantage regime (Fig. 6d). Both

models do not capture this feature (Figs. 6e,f); however,

from 0600 to 0700 CDT RUC does approach a com-

pletely moistening advantage regime (Fig. 6e). Al-

though RUC has a much greater MED before noon

during CLOUDY (Figs. 6e,f), RUC does capture the

observed intersection of the PBL and BCL occurring at

1500 CDT (i.e., locally triggered convection). The

NARR transition height is relatively shallow before

0700 CDT (;1 km) and stabilizes at 2 km for the re-

mainder of the day, generally showing little variation,

likely resulting from the NARR being a 3-hourly aver-

age product (Fig. 6f).

Overall, the MED vectors provide a good synthesis of

the convective state of the atmosphere, providing in-

formation about 1) the total energy necessary for initi-

ation, 2) the most advantageous energy pathway for

achieving local convection, and 3) whether locally trig-

gered convection was achieved. One of the greatest

advantages, however, is that models and observations

can be directly compared, requiring only standard at-

mospheric profiles and information at a single point to

determine whether convection was locally triggered or

transient in origin.

5. Discussion

Here we have applied the full suite of HCF threshold

and evaluation variables (summarized in Table 1) to a

clear-sky day (6 June; CLEAR) and a convectively ac-

tive day (12 June; CLOUDY) during the IHOP_2002

campaign (Weckwerth et al. 2004). Observed convective

conditions for CLEAR were characterized by 1) no

cloud cover, 2) BCL higher than 5.5 km throughout the

day, 3) 2-m relative humidity close to 100% prior to

sunrise and a 50% drop by midday, 4) a moistening

advantage regime near the surface with a transition zone

to boundary layer growth advantage around 5km, and

5) over 80MJm22 of sensible heat needed to reach the

BCL and trigger convection for most of the day. The

CLOUDY day was characterized by 1) nonprecipitating

cloud cover before sunrise followed by thicker cloud

cover after sunrise; 2) two nonlocally originating MCS

precipitation events, one immediately after sunrise and

another prior to sunset; 3) a variable BCL from 1–3km;

4) 2-m relative humidity above 60%; and 5) less than

15MJm22 sensible heat needed to trigger convection,

reaching zero (e.g., local convective initiation) by 1500

CDT. Overall, these characteristics demonstrate the

ability of the HCF variables to represent the observed

convective state of the atmosphere in terms of energy

deficits and threshold behavior. Further discussion is

provided here to place the model biases in perspective

and to illustrate how the HCF can generally be applied

to diagnose specific processes that are poorly repre-

sented. Additionally, comments are made regarding the

initiation of local versus nonlocal convection and ap-

plications for assessing land–atmosphere coupling for

each sounding.

a. Identifying model biases

The HCF can be used to diagnose model output and

evaluate where the greatest biases in the convective

background state lie. During the two case study days

presented above, biases in the morning soundings were

evaluated directly against observed soundings. We

noted that RUC tended to have greater difficultly cap-

turing the mixed humidity profile (qmix) on the clear-sky

(overestimate) and cloudy day (underestimate; Figs. 4a,b).

This is despite capturing the BCL height fairly well for

the clear-sky morning sounding (Fig. 4a). There were

also biases in the saturation specific humidity profiles

[q*(uPML)] found in RUC (Figs. 4a,b). The biases were

most evident below 1km and often poorly represented

the strength and structure of the surface inversion

(Figs. 4a,b). These biases become most apparent in the

convective initiation threshold when it is lower, as was

the case on 12 June. This suggests that the version of

RUC in operation during these two days requires im-

provements in the vertical profiles of both specific hu-

midity and saturation specific humidity, either through

better assimilation or improved parameterizations;

however, broader recommendations cannot be made

based on these two case study days and are beyond the

scope of this study. It should be noted that the RUC

model has had many improvements since 2002, in-

cluding increased horizontal and vertical resolution,

improved assimilation, and dramatic changes to the base

model (now the Rapid Refresh system since 1May 2012;

http://rapidrefresh.noaa.gov/). Therefore, while biases

were pronounced during these two days, further analysis

would be needed to assess the current state of the Rapid

Refresh operational forecast system.

NARR, on the other hand, tended to represent the

mixed humidity (qmix) profile well, with biases only

present in the temperature profile [q*(uPML); Figs. 4a,b].

This is despite being a 3-hourly averaged product that

was compared to instantaneous observations. The low

qmix biases are not surprising considering the assimila-

tion of temperature and humidity profiles, and that

special attention was dedicated to representing the hy-

drological cycle in NARR through the assimilation of

precipitation. Precipitation was not assimilated directly

but rather by imposing the necessary atmospheric latent

1940 JOURNAL OF HYDROMETEOROLOGY VOLUME 16

http://rapidrefresh.noaa.gov/


heat release associated with a particular amount of

precipitation. This may be the cause of the higher satu-

ration specific humidity bias found in the morning of the

convectively active day. Additionally, Mesinger et al.

(2006) showed that RMSEs in the NARR temperature

profile tended to be highest near the surface when

compared to rawinsondes. This suggests that improve-

ments to the NARR convective state are best directed

toward improving the structure and magnitude of the

morning inversion during convectively active days

through improving the surface energy fluxes and

surface-layer parameterizations. A longer time series is

required, however, to make a robust statement and

recommendations for improving the convective states

represented in NARR and RUC. Part II focuses on the

climatological behavior over the contiguous United

States, a portion of which is used to describe possible

systematic biases present in the convective state

of NARR.

b. Energy advantage regimes

The energy advantage (Eadv) calculated within the

HCF identifies the most advantageous pathway, ener-

getically, for initiating moist convection. When values

of Eadv are less than 458, it is more advantageous to

inject moisture into the mixed layer to trigger convec-

tion (i.e., lower the BCL rather than heat the surface

and grow the PBL to intersect the BCL). While this

study does not directly assess the role of soil moisture

and surface fluxes on moist convection, the amount of

latent and sensible heat energy necessary for triggering

convection is cast in the appropriate energy units

(Jm22) needed to perform this type assessment. It

should be noted that the moisture and boundary layer

growth advantage regimes presented in this study are

analogous to the wet and dry regimes identified in prior

studies, respectively (Gentine et al. 2013; Westra et al.

2012; Findell and Eltahir 2003a), but with a few key

differences.

As described by Gentine et al. (2013), the wet ad-

vantage refers to the ability for wetter soils to provide

sufficient moisture to the atmosphere, thereby pro-

moting convective initiation, whereas the dry advantage

refers to the ability of drier soils to promote boundary

layer growth leading to an increase in relative humidity

at the top of the PBL. The main difference between the

regimes presented here is that the moistening advantage

(Eadv , 458) is not exclusively attributable to local

evaporation but may include moisture advection from

nonlocal sources. Further, the moistening advantage

described in this study is cast from the perspective of

atmospheric demand, where Eadv defines the relative

energy advantage and SHdef, LHdef, and MED provide

the magnitude of energy needed. Additionally, it needs

to be highlighted that the energy deficits used to calculate

the advantage are tightly interrelated where an increase

(decrease) in PBLmoisture would simultaneously reduce

(increase) LHdef and SHdef. The magnitude of change

then determines the tendency of the energy advantage to

change and depends largely on the depth of the

mixed layer.

For the particular days examined, we note that during

CLEAR the entire day was in a moistening advantage

regime and approached but never achieved a boundary

layer growth advantage when examining an un-

perturbed PBL (Fig. 6a). Physically this means that it is

more advantageous to add moisture and lower the

threshold (the BCL) rather than heat the surface and

attempt to grow the PBL to intersect the current con-

vective initiation threshold. Six days later during the

CLOUDY case, we see that the BCL height did in fact

lower by ;4 km (Fig. 2b) because of higher relative

humidity (Fig. 3). This resulted in the only instances

where the boundary layer growth advantage was ob-

served. This occurred after 1200 CDT (Fig. 6b) when

thin low-level clouds were present and was associated

with local convective initiation (Fig. 2b).

While there are advantages of using the HCF, there is

also complimentary information provided by the BCL–

PBL comparison and the LCL deficit (LCL height mi-

nus PBL height; Santanello et al. 2011). When using

2-m fields to calculate the LCL height, the LCL deficit

represents the degree to which the surface is forcing

saturation at the top of the PBL. The BCL deficit (BCL

height minus the PBL height), on the other hand,

provides the departure from saturation at the top of the

PBL. Together, these parameters may help identify the

role of the surface forcing in triggering a particular

event. Specifically, when the LCL deficit is negative

(e.g., PBL reaches or exceeds the LCL) near-surface

parcels tend to promote saturation throughout the PBL

and are thereby acting to moisten the PBL. This

surface-forced moistening would consequently lower

the BCL. If the BCL were to be reached it can be said

that saturation occurred, in part, because of local sur-

face forcing where dissecting the relative contribution

would require additional information from nonlocal

moisture inputs (e.g., from advection). Conversely, if

the LCL deficit is positive and the BCL deficit is zero

(e.g., convective initiation), then surface drying con-

tributed to growing the PBL to intersect the BCL.

Therefore, combining these metrics may provide some

insight into separating surface-forced manipulation of

the BCL versus nonlocal influences. Quantifying the

particular contribution is outside the scope of the cur-

rent work, however.
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c. Land–atmosphere coupling and convective
initiation

Throughout the clear-sky day there is a large separa-

tion between uBM and u2m (e.g., large udef) as well as a

large separation between u2m and the potential tem-

perature needed to reach the transition height (uadv;

Fig. 7a). It is evident that u2m does not reach either of

these thresholds during CLEAR. In this case the at-

mosphere requires more moisture to allow local con-

vective initiation. The CLOUDY case has a cooler uBM
threshold as well as a warmer u2m (Fig. 7b). This means

convection is more likely to be triggered through local

heating alone. Because intersection occurred at 1500

CDT, the CLOUDY day can be identified as having

triggered convection locally. This approach (referred to

as the retrospective method) for evaluating locally ini-

tiated convection can only be applied when convection

actually occurs.

To quantify local land–convection interaction for

hours when there is no convective initiation, climato-

logical information of the daily maximum u2m can be

used as an upper bound to see whether initiation is

plausible. Specifically, the probability distribution of

observed daily maximum u2m for all June months from

1994 to 2012 can be retrieved from ARM-SGP. When

uBM is greater than any of the daily maximum u2m ob-

served over the 19-yr record, there is a 0% chance of

triggering convection for that particular hour according

to the sample distribution. This means additional mois-

ture is required to make convection viable for local

convective initiation. When uBM lies within the bounds

of the u2m distribution, it is plausible for local surface

heating to trigger convection. The light blue curve in

Fig. 7 reflects this 19-yr ARM-SGP sample distribution

used to calculate the convective initiation probabilities.

This method is referred to as the probabilistic method.

Applying this probabilistic method to CLEAR, we

find that uBM and uadv fall well outside the maximum u2m
distribution, and therefore convective initiation and a

change in the energy advantage are very unlikely

(Fig. 7a). The observed uBM for CLOUDY is much less

and falls within the daily maximum u2m distribution.

Therefore, convection is plausible during the CLOUDY

case (Fig. 7b). This probability distribution method for

quantifying convective likelihood is useful for quanti-

fying convective initiation probabilities from observed

soundings that may only be available twice a day but

have a long-term hourly record of 2-m temperature and

pressure. The retrospective and probabilistic approaches

are used in Part II to assess summer (June–August) mean

and interannual variability of convective initiation using

observed morning soundings and NARR over the conti-

nental United States. One can imagine also applying

knowledge of soilmoisture states, environmental controls

on Bowen ratio (e.g., by local vegetation), etc., to con-

strain the probabilistic approach that can then be applied

to forecasting convection initiation.

6. Summary and conclusions

The heated condensation framework (HCF) in-

troduced by Tawfik and Dirmeyer (2014) is elaborated

upon, and the full suite of HCF variables are presented

and applied to observations, reanalysis, and a forecast

model data. The HCF variables provide a comprehen-

sive way of assessing the convective state of the

FIG. 7. Diurnal cycle of observed 2-m potential temperature

(black), buoyant mixing potential temperature (blue), and poten-

tial temperature at the energy advantage transition (green) for the

(a) CLEAR and (b) CLOUDY cases. The blue curve attached to

the y axis is the sample probability distribution function of daily

maximum 2-m potential temperature for all days in June from 1994

to 2012.
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atmosphere, and in particular isolate the influence of the

large-scale background state on convective initiation.

Because the HCF only requires atmospheric profiles of

temperature and humidity to produce the entire suite of

variables, models can be compared directly against ob-

servations, enabling a targeted model develop in re-

lation to convection using themixed humidity (qmix) and

the saturation specific humidity at the potential mixed

level [q*(uPML)]. The utility and application of these

diagnostics in evaluating the nature of the atmospheric

convective state prior to initiation are illustrated for a

clear-sky and a convectively active day.

Finally, the HCF can be used to evaluate whether local

surface heating is capable of triggering convection.

Convective initiation can be assessed in hindsight by

identifying whether the BCLwas reached during the day.

This is not possible when there are only a few soundings

during the day. However, the probability of initiating

convection can be calculated if long-term dailymaximum

2-m potential temperature data are available to compare

against uBM. This has the advantage of quantifying the

likelihood of triggering convection. The capabilities

presented here enable a better process understanding of

how the land surface may influence convective initiation,

which can help improve convective triggering parame-

terizations going forward by using udef as an initiation

criterion (Bombardi et al. 2015). Part II applies the HCF

to the entire conterminous United States to explore the

climatology and nature of convective initiationwithin the

context of land–atmosphere coupling.
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