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ABSTRACT

The coupling of the landwith the planetary boundary layer (PBL) ondiurnal time scales is critical to regulating

the strength of the connection between soil moisture and precipitation. To improve understanding of land–

atmosphere (L–A) interactions, recent studies have focused on the development of diagnostics to quantify the

strength and accuracy of the land–PBL coupling at the process level. In this paper, the authors apply a suite of

local land–atmosphere coupling (LoCo) metrics to modern reanalysis (RA) products and observations during a

17-yr period over the U.S. southern Great Plains. Specifically, a range of diagnostics exploring the links between

soil moisture, evaporation, PBL height, temperature, humidity, and precipitation is applied to the summertime

monthly mean diurnal cycles of the North American Regional Reanalysis (NARR), Modern-Era Retrospective

Analysis for Research and Applications (MERRA), and Climate Forecast System Reanalysis (CFSR). Results

show thatCFSR is thedriest andMERRAthewettest of the threeRAs in terms of overall surface–PBL coupling.

When compared against observations, CFSR has a significant dry bias that impacts all components of the land–

PBL system. CFSR and NARR are more similar in terms of PBL dynamics and response to dry and wet ex-

tremes, while MERRA is more constrained in terms of evaporation and PBL variability. Each RA has a unique

land–PBL coupling that has implications for downstream impacts on the diurnal cycle of PBL evolution, clouds,

convection, and precipitation as well as representation of extremes and drought. As a result, caution should be

used when treating RAs as truth in terms of their water and energy cycle processes.

1. Introduction

Land–atmosphere (L–A) interactions and coupling re-

main weak links in current approaches to understanding

and improving predictions of the Earth–atmosphere sys-

tem and its variability in a changing climate. However,

recent community-based efforts (e.g., LandFlux; Mueller

et al. 2013) have shown that current observational and

model products have significant uncertainty and spread

in surface [e.g., evapotranspiration (ET)] and planetary

boundary layer (PBL) water and energy budget terms

at global, continental, and regional scales (Rodell et al.

2015; T. L’Ecuyer et al. 2014, manuscript submitted to

J. Climate).

In order for improvements to be made in the proper

translation of land surface states (e.g., soil moisture) and

anomalies (e.g., flood–drought) into atmospheric quanti-

ties (e.g., afternoon convection), a greater understanding

of coupled model components and physics must be ac-

quired (Betts and Barr 1996; Entekhabi et al. 1999; Guo

et al. 2006; Jakob 2010). To this end, the influence of soil

moisture on precipitation has been under community-

wide investigation in a range of studies from local [via

local L–A coupling (LoCo); Santanello 2011] to global

(Koster et al. 2004) scales. Biases and errors in individual

land and PBL variables can have far-reaching impact

across the system, suggesting that understanding of the

nature and accuracy of land–PBL coupling is paramount

to assessing the full validity and limitations of amodel and

the subsequent pinpointing of areas for improvement.

Reanalysis (RA) products provide global, continuous,

and long-term records of the climate system constructed

by fusing together disparate observing networks with
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fundamentally sound model physics formulations. As a

result, RA has become a core component of nearly all

operational weather and climate prediction centers, each

generating products with their own advantages and limi-

tations in terms of observations, physics, and temporal and

spatial scales. While it is tempting to use any such product

as truth because of its complete coverage, it remains of

foremost importance to understand the inherent limita-

tions and strengths introduced by diverse model physics,

observation types, and assimilation practices before

reanalyses can be used to answer energy and water cycle

questions over a range of short-term to climate scales.

A suite ofmodern-eraRAs is now available to the public,

generally covering the satellite era (1979–present) at global

and continental scales. Three RA products that have been

used in recent years are the National Centers for Environ-

mental Prediction (NCEP) North American Regional

Reanalysis (NARR; Mesinger et al. 2006), NASA’s

Modern-Era Retrospective Analysis for Research and

Applications (MERRA; Rienecker et al. 2011), and

NCEP’s Climate Forecast System Reanalysis (CFSR;

Saha et al. 2010). Each of these RAs utilizes advanced

yet distinct approaches toward integrating observations

with the nativemodel physics, as well as varying temporal

and spatial characteristics. Fortunately (and in contrast to

earlier RAs), the temporal resolution of each has been

designed and/or updated to nowallow the diurnal cycle to

be resolved (and output) at 1–3-hourly increments. Such

temporal sampling is critical for L–A coupling to be as-

sessed on the actual time scales of land–PBL interactions.

Previous studies have focused on the accuracy of at-

mospheric components of RAs (e.g., Becker et al. 2009;

Kennedy et al. 2011; Bosilovich 2013) and individual

land surface variables (e.g., Decker et al. 2012; Mueller

et al. 2013). While these have been useful as a ‘‘one at a

time’’ type of evaluation approach and to identify in-

herent biases, what remains to be explored is how cou-

pled L–A processes in RAs behave synchronously over

the diurnal cycle and how they compare with observa-

tions of land and PBL variables. Further, it is important

to assess whether trends in coupled components change

over time or are sensitive to different regimes (e.g., dry

versus wet), particularly if RA products are to be used

for longer-term extremes (e.g., drought) and climate

trend and predictability studies (Thorne andVose 2010).

To address these issues, this paper quantifies the be-

havior of L–A coupling in NARR, MERRA, and CFSR

products over the last two decades in the U.S. southern

Great Plains (SGP). This work builds directly upon

previous atmospheric and land-based evaluations of RA

products by assessing the connections and feedbacks in

the land–PBL system and identifying where diverse

physics and assimilation practices in RAs might play a

role. This is also the first such assessment of large-scaleRA

products using LoCo diagnostics, and the first to make use

of new land and PBL datasets available from the SGP.

Section 2 summarizes the most relevant recent RA inter-

comparisons, as well as the L–A coupling diagnostics to be

employed in the current study. The RA systems and site

description are presented in section 3, followed by the

results in section 4 and application to ongoing drought

investigations in section 5. Finally, conclusions and dis-

cussion of complicating issues and implications for future

RA development follow in section 6.

2. Background

a. RA intercomparison studies

1) ATMOSPHERIC VARIABLES

Kennedy et al. (2011) focused on the atmospheric

components of NARR andMERRA (viz., temperature,

humidity, wind, and cloud fraction) and compared them

against observations from radiosondes. The study region

was centered over the Atmospheric Radiation Mea-

surement Program (ARM) SGP Central Facility (CF),

covering the 1999–2001 period. While their focus was on

the full troposphere and did not include the land surface

itself, a number of features of the RAs were found that

are relevant to L–A interactions. Most notably,MERRA

and NARR both exhibited a warm and dry bias near the

surface, particularly in late spring and early summer.

Both were dry in the PBL, where NARR radiation com-

ponents were biased (high downwelling shortwave and low

downwelling longwave) because of lower-than-observed

cloud fraction. MERRA accumulated precipitation had a

significant low bias (but was highly correlated with the

timing of precipitation), while NARR was closer to ob-

served because of its assimilation of precipitation (see

section 3a).

In essence, the work of Kennedy et al. (2011) focused

on atmosphere-only coupling processes (e.g., the re-

lationship of relative humidity to vertical velocity and

cloud fraction) with the goals of identifying parame-

terization behavior and skill present in the RAs. While

overall temperature and humidity profiles in the tropo-

sphere behaved reasonably well, PBL characteristics

diverged considerably during spring–summer. The re-

sults were also largely based on monthly or longer mean

values over this period and did not account for diurnal

cycle differences that tend to drive the L–A coupling

(e.g., evaporation, PBL growth, and convective trig-

gering). As a result, there are likely impacts of atmo-

spheric biases found by Kennedy et al. (2011; e.g.,

downwelling shortwave in NARR and precipitation in
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MERRA) on diurnal land surface states and fluxes that

ultimately feed back upon the thermodynamics of the

coupled system.

A similar study by Bosilovich (2013) focused on large-

scale temperature and precipitation across the United

States and found that the weakest performance (relative

to observations) by RAs was found in regions where

L–A interactions are likely influential, such as in the

Great Plains. In particular, MERRA was found to have

too low variance in temperature and precipitation dur-

ing extremes (e.g., flood and drought years). The impact

of L–A interactions was supported as a possible cause of

variability and biases in these products as well, though

this was hypothesized only through the modeled and

observed behavior of temperature and precipitation

alone.

2) ATMOSPHERIC AND LAND VARIABLES

To date, there have only been limited assessments of

land or PBL variables in RAs. The most detailed study

of surface variables was performed by Decker et al.

(2012), where six RA products were evaluated over

multiple years (encompassing subsets of the 1991–2006

period) across 33 surface flux sites across the globe.

Overall, their results showed that the RAs generally

performwell with the diurnal cycle of temperature in the

summer months (with strong radiative forcing), and

even though it does not assimilate 2-m temperature,

MERRA performs comparably to ERA-Interim (which

does assimilate screen-level variables). However, nearly

all RAs overestimate downward shortwave radiation,

indicating too little cloud cover. CFSR and MERRA

diverge considerably overall, despite utilizing very similar

sets of observations in their assimilation. Not all RAs that

incorporate observed precipitation perform well with

moist processes (e.g., MERRA), but those that do (e.g.,

CFSR) also produce better latent heat flux as a result. At

the same time, CFSR temperature and sensible heat flux

perform worse than MERRA, so it is evident that the

better precipitation and evaporation do not necessarily

lead to better L–A coupling (where evaporative fraction

might be a better diagnostic in this regard).

Another important finding of Decker et al. (2012) was

that contributions to the overall errors in each RA were

weighted much more heavily toward biases in the

monthly mean data versus correlations in the 6-hourly

data. This highlights the importance of assessing both

the long-term–seasonal means and the diurnal cycle in

terms of model evaluation and development practices.

Similar work performed by Yi et al. (2011) focused

solely on MERRA atmospheric and land variables

evaluated against global satellite products, models, and

limited in situ data. Mixed results were found in terms of

radiation, soil moisture, and surface temperature, with

the most noticeable limitation of MERRA being found

in its underrepresentation of the subgrid and diurnal cycle

representation of precipitation and the subsequent impacts

on soilmoisture and evaporation.As a result, Reichle et al.

(2011) have produced an offline land analysis called

MERRA-Land that was driven by MERRA forcing

with improved (observed) precipitation correction and

land surfacemodel parameter changes related to canopy

interception.

L–A interactions themselves were the focus of an in-

vestigation by Dirmeyer (2013) in the context of CFSR

and associated reforecasts of CFSv2. Distinct differ-

ences in the RA versus forecast model were found in

terms of water cycle variable climatologies and the

representation of the relationship between soil moisture

and precipitation. Likewise, Shah and Mishra (2014)

intercompared the ability of CFSR, MERRA, and

ERA-Interim to represent drought during the Indian

monsoon and found biases in temperature and mis-

characterization of drought extent and area (i.e., pre-

cipitation patterns). Incorrect model translation of the

land state to precipitation (i.e., L–A coupling) is likely a

limiting factor in these RA applications, yet one that can

be discerned only withmore process-level analysis of the

land–PBL model components.

As in Kennedy et al. (2011), the studies above are

rather thorough but also represent a limited analysis of

each variable without consideration of their coupled or

diurnal evolution. They also urge caution on using RAs

for subdaily time scales and applications (despite the

recent availability of data on these scales). It is therefore

quite timely now to drill down into a thorough evalua-

tion of L–A coupling in RAs at diurnal time scales, fo-

cusing on a single well-observed location and metrics of

the full land–PBL interaction.

b. L–A coupling and diagnostics

The initial communication between the land and at-

mosphere occurs on local scales through the PBL. A

community effort supported by the GEWEX Global

Land–Atmosphere System Study (GLASS; van den

Hurk et al. 2011) panel has therefore been ongoing to

diagnose and quantify local L–A coupling in models. A

thorough review of LoCo research and the related di-

agnostic approaches can be found in Santanello (2011)

and Santanello et al. (2009, 2011, 2013b).

As discussed in Santanello et al. (2011), a full un-

derstanding and quantification of land–atmosphere in-

teractionswill be reachedonly through careful examination

of a series of interactions and feedbacks (i.e., ‘‘links in the

chain’’) between soil moisture (SM) and precipitation (P).

These relationships depend on the sensitivities of (i)

15 JULY 2015 SANTANELLO ET AL . 5815



surface fluxes of sensible and latent heat to soil moisture,

(ii) PBL evolution to surface fluxes, (iii) entrainment

fluxes to PBL evolution, and (iv) the collective feedback

of the atmosphere (through the PBL) on surface fluxes

(Santanello et al. 2007; vanHeerwaarden et al. 2009). LoCo

diagnostics focused on these interactions are therefore well

suited to assess the fully coupled behavior of models in

terms of the simultaneous evolution of land and PBL

processes. Rather than single-variable evaluations,

where compensating errors are often hidden and cau-

sality can be difficult to ascertain, coupledmetrics can be

used to learn about model differences and deficiencies

in a systematic fashion.

Most notably, Santanello (2011) and Santanello et al.

(2009, 2013b) developed a model intercomparison

methodology based on Betts’s (1992) ‘‘mixing diagram’’

theory. The power of this approach lies in its ability to

exploit the covariance of 2-m potential temperature (T2)

and humidity (Q2) to quantify the links in the chain of the

soil moisture–precipitation relationship and in that it is

based only on routine variables that can be applied to any

model or observation product. How anomalies and/or

errors in the surface fluxes computed by a particular

model or scheme combination are translated into the

atmospheric water and energy cycle can then be quanti-

fied using this approach. By extension, the relationship of

evaporative fraction (EF; ratio of latent heat flux to the

sum of latent and sensible heat fluxes) to PBL height (EF

versus PBLHeight; Santanello et al. 2009) and the lifting

condensation level (LCL) deficit (Santanello 2011) are

complementary metrics that further tease out the re-

lationship between land and PBL processes.

Because they can be applied universally to any model

or observation source, LoCo diagnostics are ideal met-

rics to evaluate the impact of varying physics and ob-

servations in RAs on L–A coupling.

Another branch of L–A diagnostics stems from the

work of Findell and Eltahir (2003a,b) and utilizes mea-

sures of atmospheric stability [convective triggering

potential (CTP)] and humidity [low-level humidity in-

dex (HI)] to classify coupling into regimes. The Findell

and Eltahir (2003a) regime classification is based on the

premise that convective precipitation is more likely for

wet–dry soils as a function of the initial atmospheric

state (CTP–HI space; i.e., wet–dry soil advantage re-

gimes). Roundy et al. (2014) then extended this via a

data-driven coupling classification called the coupling

drought index (CDI) that allows for global application

across models and datasets. The CDI is defined as the

number of dry coupling days minus the wet coupling

days divided by the total number of days for the evalu-

ation period and ranges from 21 (all wet coupling)

to11 (all dry coupling). In addition, the CDI is based on

all days (not just days with convective precipitation) in

order to capture the overall wetting–drying feedback

between the boundary layer and land surface, not just

that associated with precipitation.

3. Reanalysis and site description

The three RAs chosen for this study have been used

quite frequently in recent years, particularly for studies

over theUnited States.Moreover, they share similarities

in terms of using regular observations of temperature,

humidity, pressure, and wind speed from radiosonde, as

well as some variation of observed precipitation. It

should be noted that none of the three RAs assimilate

screen-level variables, in contrast to the ERA-Interim

analysis approach using 2-m temperature that acts to

confound assessment of the true (observable) coupling.

A brief description of theRAproducts with relevant L–A

coupling components will be presented here, with the

reader being referred to themany core references of each

for further information.

a. NARR

NARR is an update of the former NCEP Reanalysis

system, with a focus on producing improved precipitation

through assimilation (Kennedy et al. 2011). To this end,

NARR has shown improvement over the NCEP Re-

analysis for a variety of variables, including precipitation,

diabatic heating, and temperature (Mesinger et al. 2006).

The core of NARR is the Eta atmosphericmodel, and the

PBLand land surfacemodel (LSM) physics employed are

the Yonsei University (YSU; Hong et al. 2006) PBL and

Noah LSM (Ek et al. 2003) schemes, respectively.

TheNARRperiod of record is from 1979 to the present

and is run at 32-km horizontal resolution with 45 layers

in the vertical. Output is every 3h at 29 levels, containing

a full suite of state and flux variables across the L–A in-

terface. One unique aspect of NARR is the continental

domain centered over the United States, which enables

higher resolution overall and more mesoscale features to

be resolved relative to coarser RAs and GCMs. NARR

has also been used frequently as initial/boundary condi-

tions for community mesoscale models.

b. MERRA

MERRA is based on NASA’s Goddard Earth Ob-

serving System, version 5 (GEOS-5; Rienecker et al. 2011)

and has global coverage at 0.58 3 0.6678 horizontal and 72-
layer vertical resolution for the period 1979–present.

MERRA was designed to optimally exploit and assim-

ilate satellite-based datasets such as those fromNASA’s

Atmospheric Infrared Sounder (AIRS). MERRA, as a

result, assimilates numerous satellite data streams to
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better constrain Earth’s energy and hydrologic budgets

(Bosilovich 2013), including that of instantaneous rain

rates. The atmospheric core of MERRA is the GEOS-5

AGCM, and the land surface is represented by the

Catchment LSM (Koster et al. 2000). The PBL scheme is

the same as that used in GEOS-5: a combination of the

first-order Louis et al. (1982) and Lock et al. (2000) tur-

bulent schemes for stable and unstable cloud-topped

PBLs. A unique aspect of MERRA is that it archives

output on its native grid as opposed to other RAs whose

outputs are typically reduced in spatial and temporal res-

olution before release. A key aspect for this study is that

both 2D diagnostics and monthly mean diurnal cycles are

produced hourly and include the variables required by the

LoCo metrics described in section 2b.

c. CFSR

The most recent RA to be developed of the three is

CFSR, based on NCEP’s CFSv2. CFSR is also global,

with a horizontal resolution of T382 spectral truncation

(0.3138) with 64 layers in the vertical, but the atmo-

spheric multilevel data are archived at a 0.58 resolution
with a record length from 1979 through March of 2011.

Beginning April 2011, the CFSv2 was implemented into

operations at which point an updated version of the

CFSv2 (in terms of some of its physical parameteriza-

tion) was used to produce the real-time CFSR product

through the present (Saha et al. 2014). A key distinction

of CFSR is its use of a coupled ocean model as opposed

to specified sea surface temperatures in MERRA and

NARR. CFSR also employs radiance and product-

assimilation techniques similar to that of MERRA and

at 6-h increments.

The PBL [Medium-Range Forecast Model (MRF);

Hong and Pan 1996] and LSM (Noah) physics are sim-

ilar to those in NARR, though with different versions of

each. Observed precipitation, a combination of gridded

and gauged data, is used to force the LSM as opposed to

modeled precipitation, thus better constraining the sur-

face energy balance and hydrology components. Output

fromCFSR is typically a combination of 6-hourly analysis

cycle plus model forecasts at hourly intervals. Specifically

for this study, monthly mean diurnal cycle output was

produced by NCAR at 1-h resolution, and includes the

full set of L–A variables needed for LoCo analysis

(NCEP Environmental Modeling Center 2010).

d. Observations at SGP

The SGP has been identified as a hot spot for L–A

coupling in terms of the strength of interactions and

potential impact of soil moisture anomalies on clouds

and precipitation (e.g., Koster et al. 2004). Since the

mid-1990s, the U.S. Department of Energy (DOE) has

maintained a large, continuous record of observational

data fromARMSGP (covering a large part of Oklahoma

and Kansas). As a result of the unique wealth of data in

this region, particularly for surface and atmospheric

variables, the SGP has also been a hot spot of modeling

and process studies (e.g., Santanello et al. 2007, 2013b;

Zhang and Klein 2010; Phillips and Klein 2014).

The combination of long-term measurements of com-

ponents of the LoCo process chain (Santanello et al. 2011)

makes it a unique site to examine L–A interactions and to

perform model evaluation and intercomparison studies.

These data include soil-moisture, radiation, sensible, la-

tent, and soil-heat fluxes, along with collocated surface

meteorology data and profile data from radiosonde and

lidar. Further, a new ARM best estimate (BE) product

(ARMBE-Land; Xie et al. 2010, 2012) has recently been

developed in conjunction with the LoCo community that

synthesizes continuous, quality-controlled data for the

1996–2012 period at theARMCentral Facility. Combining

the ARMBE-Land with the recently released ARMBE

atmosphere (ARMBE-ATM) data thus now provides

an hourly record of L–A observations for this period

(McCoy and Xie 2012). [Note that surface flux data

were unavailable during June, July, andAugust (JJA) of

2001, and therefore in Figs. 1 and 3 the 2001 observed

surface fluxes were taken from the MERRA estimates

as an approximation.]

The LoCo analysis was performed using collocated

surface meteorology and flux tower observations in the

ARMBE products. Fluxes were collected from Bowen

ratio (EBBR) and eddy correlation (ECOR) flux tower

measurements, whose maximum error ranges for latent

and sensible heat flux are ;10% for EBBR with perfect

closure (by definition) and ;(5%–6%) for ECOR with

75%–90% closure (Wilson et al. 2002). For PBL height

estimates, the CF radiosonde data was used along with a

new hourly profile product available from ARM. This

new product (MERGESONDE; Troyan 2012) is a

combination of radiosonde, profiler, and model

(ECMWF) data, but heavily weighted toward in situ

(i.e., radiosonde) measurements while allowing for

hourly profiles to be produced. This is a significant ad-

vancement in our ability to describe the diurnal cycle of

the PBL and to implement LoCometrics at their process

level. MERGESONDE data have recently been im-

proved in representation of PBL profiles based on

feedback from this study, and a new version released in

September 2014 is used herein.

e. Experimental design

Monthly mean diurnal cycles from the RA products

were derived from the highest native temporal and

spatial resolution available, as described above. This was
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1 hourly for MERRA and CFSR and 3 hourly for

NARR. The grid cell of eachRA closest to theARMCF

(36.6058N, 97.4858W) was then found. To correspond

with the ARMBE record, the period 1996–2012 was

analyzed and composited over the summer months

(JJA) such that there is a single diurnal cycle from each

RA that is representative of each summer. TheARMBE

data was then averaged up to match that of the JJA

monthly mean diurnal cycles of the RA products. This

required averaging up to mean monthly and mean JJA

values for 2-m temperature, humidity, latent and sen-

sible heat fluxes (all from ARMBE), and PBL height

estimates (via a critical bulk Richardson number ap-

proach) from theMERGESONDE data. Finally, LoCo

metrics were applied to each RA and the observations

in order to produce the analysis. Note that for the

mixing diagram analysis, we have followed Santanello

et al. (2013a) in redefining the residual vector in the

diagrams (formerly the ‘‘entrainment vector’’ as in

Santanello et al. 2009) as the ‘‘atmospheric response

vector’’ (Vatm) to more precisely reflect the inherent

assumptions in this approach.

As this study represents the first time that LoCo met-

rics have been used to diagnose coupling at seasonal time

scales, the LoCo results are also compared with the CDI,

which has been previously used to diagnose coupling in

reanalysis and forecast models at seasonal time scales for

continental domains (Roundy et al. 2013, 2014) and

provides a unique comparison for theARMCF that lends

spatial perspective to the findings.

4. Results

The coupled behavior of the RA products can be

assessed using the suite of LoCo diagnostics that focus on

the diurnal cycle of land–PBL variables. To this end, this

represents the first application of the LoCo approach to

seasonal and interannual cycles and to large-scale models

and RA products and makes use of new land and PBL

observation products from the SGP.

a. Mixing diagrams

The annual (1996–2012) summertime diurnal evolu-

tion of T2, Q2, surface fluxes of latent (Qlesfc) and

sensible (Qhsfc) heat, and atmospheric fluxes of latent

(Qleatm) and sensible (Qhatm) heat can be seen in the

mixing diagram analysis of Fig. 1. The interannual spread

and variability among RAs and observations are evident,

and a number of patterns emerge. CFSR is distinguished

by being consistently the least humid in terms ofQ2 (with

the exception of 2007). This is a result of a drier surface

condition in CFSR, which leads to large surface Bowen

ratios (bsfc) that are often double those from the other

RAs and more than 3 times those observed. MERRA

and NARR are more similar in terms of T2 and Q2, but

NARR tends to be a bit drier overall with correspond-

ingly higher surface Bowen ratios. However, beginning

with the wet year of 2007,MERRAbecomesmost humid

while NARR is closer to observations (with CFSR re-

maining dry, but less so).

All RAs tend to have similar ranges in T2 and an overall

diurnal signature consistent with observations. In terms of

Q2, CFSR has a noticeable curvature in the diurnal evo-

lution relative to the other RAs, indicating that there is a

more demonstrablemoistening of the PBL in themorning

hours due to evaporation (capped by a slowly growing

PBL) that evolves into stronger drying in the afternoon

corresponding with more rapid PBL growth and entrain-

ment. Without the new hourly RA output available from

CFSR, this signature of the interplay of evaporation, PBL

growth, and entrainment here would not be evident.

NARR and MERRA tend to be more linear in Q2 evo-

lution in most years, as supported by more rapid morning

PBL growth and less buildup of PBL moisture (not

shown). The afternoon drying of the PBL through en-

trainment becomes more evident in all RAs and obser-

vations in extremely dry years (e.g., 2011 and 2012).

Analogously, during wet regimes (e.g., 2007) the wet

surface and limited growth of the PBL produce a much

smaller diurnal range in T2 and Q2 with very little af-

ternoon drying. In addition, the RAs collapse on each

other in terms of state and flux components to values very

near the observations. That they behave similarly (and

close to observed) during this wettest year of the period

suggests that the atmosphere-limited regime is repre-

sented well in the RA products, including the dominance

of clouds and precipitation over land surface and PBL

forcing. This also supports the idea that land surface

model impacts are largest during dry regimes (e.g., 1996,

2000, and 2006), where the spread across RAs becomes

larger because of different surface and PBL physics

allowing for thermodynamic divergence in the coupled

land–PBL system (Santanello et al. 2013b).

The energy space representation of mixing diagrams (as

depicted in Fig. 1) allows for the calculation of summary

statistics in terms of the T2 and Q2 evolution in RAs.

Figure 2 shows the root-mean-squared error (RMSE) and

bias statistics for each RA over the 1996–2012 period, as

calculated from hourly differences in T2 and Q2 between

RAand observations (i.e., the cumulative difference in the

curves in Fig. 1 in energy units). All three RAs show a

warm, dry bias throughout, with the exception of post-2007

MERRA. CFSR stands out in terms of having the largest

RMSE (Fig. 2a) values, particularly prior to 2007. The

source of the error lies primarily in the dry bias of CFSR

(Fig. 2c), as discussed above, relative to the smaller
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magnitude of the warm bias (Fig. 2b). NARR performs

slightly better than MERRA overall, but all RAs see a

post-2007 shift to lower Q2 bias and higher T2 bias

(particularly in NARR).

This reduction in Q2 bias is likely due to a combi-

nation of a drier climatological regime setting up over

the SGP after 2007 along with changes to the RA sys-

tems themselves. Analysis of observed Q2 time series

over the period (not shown) shows a distinct shift to

rapidly drying regimes post-2007 (evident in the mixing

diagrams as well), which results in the observations

becoming closer to the climatologically drier RAs. The

larger impact on CFSR is also likely a result of changes

to the assimilation in this time period that allowed for

improved AIRS field of view and, more importantly,

the addition of Infrared Atmospheric Sounding In-

terferometer (IASI) measurements into the CFSR as-

similation (Saha et al. 2014).

b. Evaporative fraction versus PBL height

The bulk behavior of the land–PBL coupling can be

summarized in the relationship of summertimemean EF

to maximum PBL height (PBLH; Fig. 3). There is

often a large stratification of both EF and PBLH across

the RAs, with the dry bias of CFSR most evident in the

form of the low evaporation and large PBL growth. As

discussed above, MERRA is the wettest of the three

RAs as reflected in high EF and low PBLH, but all three

RAs tend to be drier than observations. In fact, MERRA

is characterized by significantly lower dynamic range in

PBLH than CFSR and NARR throughout, even in very

dry regimes (e.g., 2011) as MERRA is near 2 km while

the others are closer to 4 km. MERRA still responds

consistently in terms of relatively higher PBLH during

dry years and vice versa, however. Interestingly, NARR

produces high PBLH values that are often comparable

FIG. 2. Summary statistics of (a) RMSE of total energy (J kg21) and bias of (b) 2-m tem-

perature (T2m; J kg21) and (c) 2-m specific humidity (Q2m; J kg21), as derived from themixing

diagrams in Fig. 1 for the RAs over the 1996–2012 period.
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to or exceeding that of CFSR, despite NARR being

moremoist in terms of Q2 and EF. That indicates higher

sensitivity to evaporation in NARR that allows for

deeper PBL growth at intermediate soil moisture values

(and soil-limited regimes).

To further parse out the EF–PBLH relationship in the

RAs, the individual monthly (June, July, and August)

values from their full period of record (1979–2012) are

plotted for each in Fig. 4a. The overall lower PBLH is

seen in MERRA, as well as many more points above 0.5

EF compared to NARR (near 0.5) and CFSR (mostly

below 0.5). The larger PBLH in NARR at intermediate

EF is also more apparent in the monthly values, partic-

ularly in the 0.4–0.5 EF range. As a result, the correlation

(R2) of the EF–PBLH relationship is lowest for CFSR

(0.72), while MERRA is considerably higher (0.87). The

slope of each exhibits the opposite behavior, with the

more tightly constrained MERRA having a lower slope

than NARR and CFSR due to its lower dynamic range in

PBLH. A nonlinear relationship of SM with PBLH was

found in Santanello et al. (2005, 2007), particularly for dry

values, suggesting CFSR is able to resolve these anoma-

lies better than the other RAs (and that the monthly

means do lose some of the nonlinear signal).

Monthly anomalies in EF and PBLH (not shown) are

consistent with the trends seen in Fig. 4a in the monthly

means.As expected, there are larger negativeEFanomalies

in MERRA and PBLH in CFSR because their typical

values reside at the high end of the spectrum in each.

The tendency toward larger dry anomalies is also evi-

dent in all three RAs and supports that there were more

frequent drought years (e.g., 2003, 2006, 2011, and 2012)

in the SGP region over the last 17 years than anoma-

lously wet years (e.g., 2007).

c. LCL deficit

The locally forced impact of the land–PBL coupling on

the potential formation of clouds and precipitation can be

summarized using the diurnal cycle of the LCL deficit. If

the PBL reaches the LCL (indicated by a negative LCL

deficit in millibars), then the potential for condensation

and cloud development exists. Santanello et al. (2011,

2013b) have also demonstrated that a negative LCL

deficit is correlated closely in space and time with cloud

cover in a mesoscale (1-km resolution) model.

Because of its dry characteristics, CFSR rarely ap-

proaches the zero level of LCL deficit (again, with the

exception of 2007), and exhibits a distinct diurnal cycle of

high values in the morning rapidly decreasing in the

midday[;(1400–1800) UTC] period and then flattening

out in the afternoon. NARR sees a brief morning increase

in LCL deficit (1400 UTC) followed by a prolonged de-

crease through the rest of the day, often reaching negative

values in the late afternoon (2200UTC).MERRAshows a

much more consistent LCL deficit throughout the day,

with the actual value sensitive to the severity of the dry

FIG. 3. The relationship of JJA mean daytime mean evaporative fraction (EF) vs JJA maximum PBL height (PBLH; m) for the three

RA products—MERRA (green), NARR (blue), and CFSR (red)—and observations (black) at the ARM SGP CF over the 1996–

2012 period.
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(high LCL deficit; e.g., 2006) or wet (low LCL deficit;

e.g., 2007) regime. CFSR is often highest of the RAs in

the morning, and overall MERRA is consistently higher

than NARR (which is the lowest of the three especially

in the afternoon).

Themechanisms behind these patterns can be explained

by the interplay of the humidity and PBL growth inherent

in the RAs. In CFSR, the dry condition leads to generally

higher LCLs than the other RAs in the morning, but the

combinationof themorningmoistening of thePBL(seen in

Fig. 1) followed by more rapidly growing PBL during

midday quickly reduces theLCLdeficit. The switch to a dry

air entrainment–dominated regime in the afternoon then

ensures that the LCL and PBLH balance each other out in

the afternoon. The slow decay of the LCLdeficit inNARR

is consistent with the linear T2, Q2, PBLH, and entrain-

ment shown in Fig. 1 for NARR, where the rather deep

PBL growth seen in Fig. 4 reaches progressively closer to

the LCL (which is consistent throughout) over time.

MERRA’s flat line signature is typical of its linear T2 and

Q2 evolution combined with more limited PBL growth.

Based on these results, one would expect a strong di-

urnal signal of clouds and potentially convection in

NARRas opposed toMERRAorCFSR.Yet again, 2007

is an exception as it is an atmospherically controlled wet

regime, which is almost consistently saturated near the

top of the PBL during the entire daytime period in all

three RAs. Note that the absence of negative LCL

deficit values does not preclude the possibility of clouds

and precipitation on individual days on the JJA aver-

aging period. That the RAs are close to zero (e.g., 2010)

is enough to suggest moist processes dominated a good

portion of the JJA period. Likewise, LCL deficits near

or over about 100mb (1mb 5 1 hPa) (e.g., 2011 and

2012) clearly indicate a dry–drought regime and clear

skies for most days of those years.

Observed LCL deficit in Fig. 5 is driven principally by

low LCL values due to high Q2 and low T2 that are

easily exceeded by even the moderate PBLH estimates

from the MERGESONDE data. The diurnal signature is

reflective of the T2 and Q2 evolution in Fig. 1 (morning

moistening and afternoon drying) as well. After the SGP

shifts to a drier regime in 2008, LCL deficit values are

more comparable to those from the RAs. It should also

be noted that the flux, T2, Q2, and PBLH observations

(each from distinct instrumentation and data streams) all

agree that the SGPwas more humid than the RAs for the

bulk of the 17-yr period.

d. Diurnal precipitation

Figure 6 shows the total hourly precipitation gener-

ated by each RA over the daytime period. MERRA

shows a distinct midday maximum of precipitation near

1800 UTC that is persistent even in the dry extremes

(2011 and 2012), consistent with earlier findings from

MERRA and other GCMs. The peak of MERRA is

typically much higher and sharper than those of NARR

and CFSR, which exhibit less consistent patterns in pre-

cipitation. NARR is more linear throughout the day but

does show indications of an afternoon rise in precipitation

after 2000 UTC. CFSR is much more variable and lower

magnitude because of its dry condition, especially in late

afternoon when it is often near zero. However, CFSR

does occasionally show a signal of early morning (e.g.,

1999) and midafternoon (e.g., 2002) precipitation. Ob-

servations show a generally bimodal behavior of pre-

cipitation with maxima in the morning and afternoon

(e.g., 2000 and 2002) and are not reproduced well by any

of the RAs. In particular, MERRA overestimates pre-

cipitation in both magnitude and frequency.

The more nuanced diurnal cycle of clouds and convec-

tion can be seen inNARRandMERRAusing this analysis

FIG. 4. Monthly (for June, July, and August) mean values of daytime evaporative fraction

(EF) vs maximum PBL height (PBLH; m) over the 1979–2012 period: MERRA (green),

NARR (blue), and CFSR (red).
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approach.However, these results suggest that LCLdeficit

may not be a good indicator for the driving mechanisms

of the diurnal cycle of precipitation in a model such as

MERRA that exhibits weaker land–PBL sensitivity (e.g.,

Fig. 4) and is relatively wetter climatologically (versus

NARR and CFSR) such that atmospheric controls are

likely more dominant (as opposed to L–A influence).

e. L–A feedbacks

The combination of diagnostics in Figs. 1–6 provides

insight into possible feedbacks between the land and

PBL that support the overall climatology of the RAs. In

MERRA, a more humid surface condition leads to low-

ering of the LCL but is outweighed by the more limited

PBL growth in producing a largely positive LCL deficit

throughout the day. In this context, the results suggest

a negative feedback of soil moisture on precipitation. In

NARR, there is ample moisture that keeps the LCL

lower, but a larger sensitivity and deeper PBL growth

allows for consistent negative LCL deficits in the after-

noon. This would support a positive feedback of soil

moisture on precipitation. In contrast, the dry condition

of CFSR produces very high LCL values that outweigh

those of the deeper PBL growth, thereby supporting

positive LCLdeficits and limiting the formation of clouds.

Because of the dry surface condition, this would also be

considered a positive feedback of soil moisture on pre-

cipitation. Likewise, in 2007 the wet regime supports a

positive soil moisture anomaly in CFSR correlated with

more precipitation. Overall, yearly anomalies tend to

lead to positive feedbacks in the RAs (e.g., CFSR—wet

anomalies; MERRA—dry anomalies) and suggest the

climatology of NARR for this region is situated near the

‘‘sweet spot’’ of having enough surface moisture along

with enough potential for PBL growth to support the

potential for clouds and precipitation.

While these results suggest the presence of feedbacks, it

should also be cautioned that the LCL deficit itself might

be better suited for individual diurnal cycles (rather than

seasonal averages) when the different controlling pro-

cesses can be quantified. It is likely that the atmospheric

(convective, radiation, microphysics) schemes dominate

most aspects of precipitation generation, so the signal of

the LSM–PBL connection is easily washed out in longer-

term (JJA) averaging.

5. Applicability to drought investigations

Further LoCo analysis of the full record of RAs (1979–

2012) can also yield important results for drought and

predictability studies. As part of a collaborative in-

vestigation of the 2012 drought over the central United

FIG. 5. Average hourly (UTC) daytime cycle of the lifting condensation level deficit (LCLdef; mb) from the three RA products—

MERRA (green), NARR (blue), and CFSR (red)—and observations (black) at ARM SGP CF, as calculated from JJA monthly mean

diurnal cycles over the 1996–2012 period. LCLdef is defined as the difference between the height of the PBL and the LCL; negative values

indicate the LCL has been reached at that time.
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States for the NASA Energy and Water Cycle Study

(NEWS), the mechanisms that differentiate 2012 from

other drought years in the same region were investigated.

It was hypothesized that the rapid onset of the 2012

drought was the result of the absence of large-scale in-

fluences such as sea surface temperature anomalies, which

allowed for L–A interactions to play a larger role in

forcing and deepening the drought. By comparing the

LoCo analyses from 2011 and 2012, it can be seen that a

positive July minus June anomaly in PBLH exists in 2012

that is significantly larger than that of 2011 and one of the

largest in the period of record (Fig. 7a). EF (not shown)

shows only a slight negative value of July minus June in

2012, indicating that the land surface was preconditioned

to be dry in June before the impactswere felt in the PBL in

July. The onset of the drought was then supported by

significantly increased PBLheight in July and entrainment

and residual layer (positive) feedbacks that further dried

the soil and supported the rapid deepening of the drought

[as described in Santanello et al. (2007)]. The large in-

crease in mean PBLH from June to July in 2012 can also

be seen in Fig. 7b. Further details of this interdisciplinary

study can be found in the paper byWang et al. (2014) and

demonstrate how LoCo diagnostics can be used to apply

RAs to understand drought phenomena in a consistent

and physically sound framework.

The CDI, another LoCo metric, combines the re-

lationship of soil moisture to the overlying PBL, stability,

and humidity and has been used previously to assess the

dry–wet climatology of CFSR as well as identifying er-

rors in the forecast system. In this study, the CDI is used

to compare all the RAs at the SGP CF and for the whole

United States from 1979 to 2012 for the JJA period. The

JJA CDI time series for the grid cell over the SGP CF

(Fig. 8) confirms that the lower values inMERRA support

more wet coupling (higher soil moisture promoting more

precipitation) while the larger positive values in CFSR

support more dry coupling (almost uniformly over the

period). As seen above, the RAs are equally responsive to

dry and wet regimes (e.g., 2006 versus 2007), indicating

that their potential biases do not preclude them from re-

sponding (and in the wet regime case, responding accu-

rately) to specific anomalies. In comparison, there is a large

spread in the CDI from the RAs for 2009, which was

neither an extreme wet nor dry year.

The spatial and temporal patterns of the CDI (Fig. 9)

show that in the SGP region (and over most of the

United States) MERRA produces fewer dry coupling

events than NARR and CFSR both in location and in

magnitude. This is consistent with the results presented

in Figs. 1–6 in demonstrating the dry nature of CFSR,

which leads to more dry regimes and positive feedbacks

(dry soil leading to less precipitation). The results also

show 2007 as a year in which the RAs collapse and agree

with each other over the SGP (as in Fig. 1), with all RAs

indicating a wet regime; however, there is a large

FIG. 6. The daytime cycle of precipitation (mmh21) calculated from JJAmonthly mean diurnal cycles of the three RA products—MERRA

(green), NARR (blue), and CFSR (red)—and observations (black) at ARM SGP CF over the 1996–2012 period.
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difference in the RAs in terms of the extent of the dry

regime over the eastern portion of the United States.

This further indicates that the biases and inherent dif-

ferences in the RAs are more clearly identified during

dry regimes. Furthermore, in 2009 it is evident that none

of the RAs indicate an extreme dry or wet regime

compared to that of 2006 or 2007. However, NARR is

much wetter and CFSR drier over most of the United

States, with the MERRA somewhere in between. This

further indicates that in a year without large-scale

anomalies, the individual RAs can have large disagree-

ments. This suggests that not only in dry regimes, but

also in relatively neutral regimes, models and assimila-

tion techniques play a larger role in the characterization

of the local coupling.

6. Discussion and conclusions

This paper has presented a comprehensive analysis

and evaluation of the summertime behavior of L–A

coupling in three modern RA products over the U.S.

SGP. From a combination of mixing diagram, EF–

PBLH, and LCL deficit analyses, it was found that

CFSR, NARR, and MERRA all differ substantially

from one another and from observations during much of

the 1996–2012 period of investigation. Most notably, the

RAs tended to be drier and warmer than observations in

terms of T2 and Q2, where CFSR was the driest and

MERRA the wettest of the three. The surface moisture

conditions (reflected in EF) thus led to corresponding

PBL development and coupled feedbacks that are

FIG. 7. (a) July minus June anomalies in daytime mean PBLH (m) and (b) June and July mean

values of PBLH (m) from each RA product over the 1979–2012 period.

FIG. 8. The JJA CDI for each RA product—MERRA (green), NARR (blue), and CFSR

(red)—for the grid cell closest to the ARM SGP CF over the 1979–2012 period.
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unique in each RA product and ultimately help support

their climatology in terms of land surface, PBL, and

moist processes (cloud and precipitation).

Rather than a detailed validation, the focus of this

studywas on intercomparison and process understanding.

This is the first comprehensive assessment of the land–

PBL coupling in communityRAproducts using the LoCo

metric suite, and the first to make use of new high-quality

and continuous land and PBL datasets available from

ARM SGP. Though site specific and focused on a single

region, this is a critical step toward understanding the

process level of these RAs in the vertical direction (from

the soil through the PBL). This approach has also been

shown to be valuable in understanding the L–A drivers

of specific year anomalies (e.g., drought) as well as un-

derstanding why spatial indices depict the SGP region as

they do (e.g., CDI). Further, the correlation of changes in

RA assimilation data streams to improvements in hy-

drometeorological variables (e.g., CFSR and Q2) sup-

ports that process- and site-level analysis can still inform

on RA performance. This also highlights the potential

value of atmospheric sounders (such as AIRS and IASI)

for L–A coupling studies, which has largely been ignored

to date.

The results from traditional evaluation of RA prod-

ucts and individual land–atmosphere variables are gen-

erally consistent with those found here. Overall, the

higher spatial resolution of NARR did not produce re-

sults that were superior to the slightly coarser CFSR and

MERRA products. For example, Urankar et al. (2012)

found that PBLHwas considerably higher in CFSR than

in MERRA. The results of Bosilovich (2013) found a

smaller standard deviation in MERRA precipitation and

T2 than in CFSR or observations over the SGP region,

particularly during extremes. This is in agreement with

themore humid and less variableMERRAbehavior seen

here (e.g., the lower variability inEF versus PBLH shown

in Fig. 4). The proper representation of the diurnal range

of T2 in the summertime was also suggested by Decker

et al. (2012) for CFSR andMERRA. Becker et al. (2009)

investigated NARR and showed a high bias in incoming

shortwave radiation and low cloud fraction that have

FIG. 9. The JJA CDI over CONUS for (left) MERRA, (center) NARR, and (right) CFSR: (a) the 34-yr climatology for the period

1979–2012, (b) 2006, (c) 2007, and (d) 2009.
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been confirmed by Kennedy et al. (2011) and others

using the eta model and also found in CFSR and

MERRA by Decker et al. (2012). This is consistent with

the dry and warm bias in the RAs seen here. The Noah

LSM (employed in NARR and CFSR) has also been

shown to have a significant dry bias, particularly over the

SGP (Santanello et al. 2013a), and highlights the im-

portance of the land surface component of RAs in terms

of impacting the broader L–A coupling.

An ongoing issue in the land modeling community is

that of the differing climatologies of soil moisture across

LSMs, which make intercomparison and assimilation

difficult. It may be the case that PBL schemes also have

different climatologies across regimes (e.g., stable ver-

sus convective; wet versus dry) and model resolutions.

This is evident in the unique relationship of EF–PBLH

across the spectrum in eachRAproduct (as a function of

its LSM and PBL scheme coupling). Analogous to the

importance of the soil moisture–evaporation relation-

ship in LSMs (e.g., Koster and Mahanama 2012), the

EF–PBLH relationship may demonstrate the ability of

soil moisture variations to impact the atmosphere and

may serve as an identifiable metric of L–A coupling.

The LoCo analysis presented here has enabled these

individual targeted (land or atmosphere) study results to

be linked together in the context of the coupled land–PBL

system and feedbacks. It was also shown here that even in

the absence of observations of land or PBL variables,

much could still be learned from an RA intercomparison

in the LoCo context. Because PBL observations are often

scarce on diurnal time scales, it should be noted that

readily available 2-m data (T2 and Q2) on their own can

add considerable value to the analysis (e.g., Figs. 1 and 2)

and integrate much of the PBL feedback in terms of the

RA climatology and diurnal cycle assessment. The cou-

pling tendency of each can be quantified and compared to

the other products, along with (most importantly) the

implications of this coupling on the broader RA compo-

nents and overall representation of atmospheric reality.

Future work should also consider application of coupling

metrics for RA products that assimilate screen-level var-

iables [such as ERA-Interim and the Japanese 55-year

Reanalysis Project (JRA-55)], in particular to address the

implications of these approaches on the representation of

land–PBL processes.

Finally, the focus of this study was on the land–PBL

processes on seasonal scales and the interplay of surface

and PBL variables (rather than clouds and precipitation).

This is the necessary precursor to fully understanding the

soil moisture–precipitation relationship, feedbacks, and

causality. Future work will look in detail at the diurnal

processes and interactions with cloud cover, height, con-

vection, and precipitation types. This also requires a

strategy to reconcile point observations with large gridcell

averages of precipitation and clouds that are often much

more heterogeneous than quantities like temperature,

humidity, and the fetch of the PBL. Such analyses will

go a long way to bridging the gap between local–process-

oriented metrics of L–A coupling and larger-scale as-

sessments of the soil moisture–precipitation relationship

(Findell et al. 2011).
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