
Properties of a Mesoscale Convective System in the Context of an
Isentropic Analysis

AGNIESZKA A. MROWIEC

Columbia University, and NASA Goddard Institute for Space Studies, New York, New York

O. M. PAULUIS

Courant Institute of Mathematical Sciences, New York University, New York, New York

A. M. FRIDLIND AND A. S. ACKERMAN

NASA Goddard Institute for Space Studies, New York, New York

(Manuscript received 8 May 2014, in final form 7 December 2014)

ABSTRACT

Application of an isentropic analysis of convective motions to a simulated mesoscale convective system is

presented. The approach discriminates the vertical mass transport in terms of equivalent potential temper-

ature. The scheme separates rising air at high entropy from subsiding air at low entropy. This also filters out

oscillatory motions associated with gravity waves and isolates the overturning motions associated with con-

vection andmesoscale circulation. Themesoscale convective system is additionally partitioned into stratiform

and convective regions based on the radar reflectivity field. For each of the subregions, the mass transport

derived in terms of height and an isentropic invariant of the flow is analyzed. The difference between the

Eulerian mass flux and the isentropic counterpart is a significant and symmetric contribution of the buoyant

oscillations to the upward and downward mass fluxes. Filtering out these oscillations results in substantial

reduction of the diagnosed downward-to-upward convective mass flux ratio. The analysis is also applied to

graupel and snow mixing ratios and number concentrations, illustrating the relationship of the particle for-

mation process to the updrafts.

1. Introduction

Deep convective atmospheric systems, to a first ap-

proximation, commonly consist of two regions that dif-

fer in terms of size, heating structure, and precipitation

intensity. These are the convective cores (the regions of

most active convection) and large stratiform regions that

produce substantial precipitation but at a rate much less

than the cores (Houze 2004). When a mesoscale con-

vective system (MCS) circulation is partitioned into

these subregions and upward and downward motions

are isolated, small-scale oscillations existing in the

studied cloud field get partitioned as well, thus contrib-

uting to the mass transport even if mass is not being

transported on net. Therefore, we ask the question: is

there an effective way to filter out these oscillations when

analyzing the properties of the updrafts and downdrafts

in the MCS subregions? The theoretical answer is yes, as

long as the oscillations are thermodynamically reversible.

In this paper, we will show how to apply these principles

and the new analytical framework developed in Pauluis

andMrowiec (2013, hereafter PM13) to a cloud-resolving

MCS simulation. We also show how to extend this anal-

ysis to study microphysical processes within drafts.

Tropical convection is one of themost significant sources

of nonorographic gravity waves with a vast spatial and

temporal extent (Alexander et al. 1995; Lane et al. 2001).

Buoyant air parcels displace ambient air, which adjusts

by generating a spectrum of gravitational oscillations

(Bretherton and Smolarkiewicz 1989; Mapes 1993).

Large-scale atmospheric gravity waves are important for

redistribution of momentum and energy, triggering new

convection and mixing. They impact the organization of

convection on a synoptic scale (Lin et al. 1998) and play an
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important role for coupling of lower- and upper-

atmospheric regions (such as the quasi-biennial oscilla-

tion, Piani et al. 2000), which is why they are of tremendous

interdisciplinary interest (Dunkerton 1997). However, at

the opposite end of the gravity wave spectrum are small,

virtually omnipresent, buoyant oscillations, which are also

generated during the convective events. These oscillations

do not contribute to the overall mass transport in the

convective overturning but are very difficult to filter out

using traditional methods of analysis.

The concept of isentropic analysis can be traced to the

early development of meteorology and works by Shaw

(1930) and Rossby (1937), who took advantage of the

quasi conservation of the potential temperature to track

the trajectories of air parcels even when their vertical

velocities could not be determined from observations.

Averaging air motions on isentropic surfaces—defined

either as surfaces of constant potential temperature or

equivalent potential temperature ue —can also provide

insight into the general circulation of the atmosphere.

For instance, it is well known that the meridional at-

mospheric circulation in isentropic coordinates exhibits

a single equator-to-pole cell instead of the classic three-

cell structure of the Eulerian-mean circulation (e.g.,

Townsend and Johnson 1985; Pauluis et al. 2008, 2010).

The difference between the two representations can be

directly linked to the role of the midlatitude eddies in

transporting energy and water vapor in the atmosphere

(Pauluis et al. 2011).

As recently shown in PM13, this approach can also be

applied to a single convective system. In effect, the

properties of the flow at each level are conditionally

averaged in terms of the air parcels’ equivalent potential

temperature. Averaging along the adiabatic invariant of

the flow sorts the air parcels according to their ther-

modynamic properties, thus separating the warm moist

updrafts from the cooler drier downdrafts. As oscillatory

motions associated with gravity waves occur on short

time scales, and with little change in ue, the isentropic

averaging allows for a direct and precise analysis of the

convective mass transport while limiting the influence of

gravity waves. This method also reduces the size of data

that needs to be processed from 4D to 3D, because the

isentropic averaging in practice means replacing the two

horizontal components (x, y) with one isentropic in-

variant. It also allows for a better mean representation

of the complex 3D parcel trajectories. The isentropic

surfaces become the material surfaces, which is espe-

cially useful near fronts and in any regions with strong

horizontal gradients. It should be noted, however, that

the actual parcel trajectories are less likely to conserve

the entropy near zones characterized by strong mixing.

We discuss some of these caveats later in the paper.

The focus of this paper is twofold. First, we extend the

methodology of PM13 to show that it can be successfully

applied to capture the evolution of convective activity

over a short time scale and within coexisting sub-

domains. Following Fridlind et al. (2010) and Mrowiec

et al. (2012), the cloud-resolving simulation is parti-

tioned into the convective and stratiform regions, within

which updrafts and downdrafts are identified. We apply

the isentropic analysis of convective motions developed

in PM13, expanding the two-stream approximation to

multistream, to describe the averaged properties of the

subregions (updrafts and downdrafts in the convective

and stratiform regions). We also demonstrate how this

analysis can be applied to microphysical quantities, such

as ice particle number concentrations.

2. Experimental setup

We apply the isentropic analysis to a numerical sim-

ulation run in relation to the Tropical Warm Pool In-

ternational Cloud Experiment (TWP-ICE) centered

around Darwin, Australia. A detailed description of the

TWP-ICE campaign and synoptic conditions may be

found in May et al. (2008). The general goal of the ex-

periment was to understand the relation of convective

system properties, including their organization and anvil

cloudmicrophysics, to the properties of the environment

on the scale of a GCM grid box so that remote sensing

retrievals and multiscale models could be improved.

Here, we focus on one particularly strong MCS that

formed and moved westward out of the experimental

domain on 23–24 January 2006 during the active mon-

soon period. We present an isentropic analysis of the

simulation results; the reader is referred to Varble et al.

(2011), Fridlind et al. (2012), Mrowiec et al. (2012), and

Varble et al. (2014a,b) for additional plots of precipitation

fields and other statistics.

a. Model

The model used in this this study is the Distributed

Hydrodynamic Aerosol Radiation Model Application

(DHARMA) (Stevens et al. 2002; Ackerman et al. 2000;

McFarlane et al. 2002; Ogura and Phillips 1962). The

simulation was run on a 176 km 3 176km domain with

approximately 900-m horizontal resolution, 96 levels,

a stretched vertical grid of 100–250m, fully periodic

lateral boundary conditions, and a model domain height

of 24 km. In the simulation, the surface is idealized

as oceanic using a fixed ocean surface temperature of

298C. Each model-calculated grid-scale surface fluxes

interactively [see Fridlind et al. (2012) for additional

details]. In DHARMA, a second-order forward-in-time

dynamics scheme with third-order upwinding advection
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(Stevens and Bretherton 1996) is used, as well as

a Smagorinsky–Lilly turbulence scheme, a Monin–

Obukhov similarity theory for surface fluxes, and two-

stream radiative fluxes with ice treated as equivalent

spheres (Toon et al. 1989). Simulations are run with a two-

moment microphysical scheme described in Morrison

et al. (2009), which uses ten prognostic variables: the mass

mixing ratios and number concentrations of cloud water,

rain, cloud ice, snow, and graupel. The homogeneous

freezing (all liquid freezes instantaneously) occurs in the

model at 2408C. Between 08 and 2408C, heterogeneous
freezing acts to form the ice particles. In DHARMA-2M,

the domain is initialized with observation-based trimo-

dal aerosol profiles. As described in Fridlind et al.

(2012), aerosol in each mode were advected, consumed

by hydrometeor collision–coalescence, and nudged on

a domain-mean basis to their initial profiles with a 6-h

time scale. Owing to aerosol consumption, which is

commonly neglected, the smallest aerosols could con-

sequently be activated in updraft cores (Khain et al.

2012); the realism of such consumption depends on

representation of updraft dynamics and microphysics

and is the subject of ongoing study. A uniform sea sur-

face temperature of 298C and surface albedo of 0.07 in

all shortwave bands were applied. The large-scale forc-

ings were derived based on variational analysis of ob-

servations (Xie et al. 2010) applied at full strength below

15km and linearly decreasing above to zero strength at

16 km.Mean water vapor and potential temperature was

uniformly nudged to mean observed profiles above

15km with a 6-h time scale. For the analysis presented

here, we are using 10-min model outputs. More details

of the numerical setup for this simulation are given in

previous studies (Fridlind et al. 2010, 2012; Mrowiec

et al. 2012; Varble et al. 2011).

b. Large-scale forcing

Large-scale forcing data were derived from TWP-ICE

radiosonde data using a variational analysis (Zhang

1997) constrained by the surface radiation fluxes, radar-

derived precipitation, surface sensible and latent heat

fluxes, and the top-of-the-atmosphere radiative fluxes

(obtained from surface and satellite observations). The

variational analysis requires initial temperature, wind,

and humidity fields, which were generated using the

European Centre for Medium-Range Forecasts

(ECMWF) analysis [see Xie et al. (2010) for more de-

tails]. As a result, large-scale vertical velocity and ad-

vective tendencies for potential temperature and water

vapor fields were created. The potential temperature

and water vapor fields in the simulations were forced by

these advective tendencies below 15km, and the con-

densate was forced by the vertical tendency calculated

using the large-scale vertical velocity. The impacts of

this large-scale forcing on the following analysis will be

discussed in section 5.

c. Convective–stratiform partitioning

The cloud field simulated in this study was divided into

convective and stratiform rain regions using a horizontal

textural algorithm, which identifies regions of active con-

vection (Steiner et al. 1995), as in Mrowiec et al. (2012).

The Steiner algorithm consists of three steps applied to the

gridded radar reflectivity field at a chosen elevation below

the melting level. Therefore, both convective and strati-

form regions are, by design, associated with precipitation.

Icy anvil clouds that do not have precipitation reaching low

levels are not included in the stratiform-region definition

in this classification.

To apply the partitioning to model output, Rayleigh

radar reflectivity was calculated at 2.5-km altitude for

each simulation (for reference, we add that the melting

level is at about 5km). The first step of the partitioning

process is to identify the convective cores and include

their surrounding area based on reflectivity values of

peakedness. This is done to assure that the neighboring

convective cores that are close enough belong to the same

convective patch. The remainder of the precipitating grid

points (selected using a minimum threshold of 0 dBZ) is

then assumed to be part of the stratiform region [see

Fridlind et al. (2012) for details of the method as applied

in this case]. Each time step includes different stages of

convective development and the boundary between

convective and stratiform regions is not always sharp.

Often there is a region with mixed properties in be-

tween. Thus, identified stratiform regions may include

some shallow convection or some transition structures.

Several studies (e.g., Biggerstaff and Houze 1991, 1993;

Del Genio and Wu 2010) took this into account by de-

fining a separate transition region. For our objectives, this

added complexity is unnecessary, and we limit ourselves

to ensuring that our stratiform regions are deep by im-

posing a requirement of the minimum reflectivity of

5 dBZ at 6-km altitude within them. A remaining area,

which one could be inclined to call a ‘‘clear sky,’’ does

not have to be cloud free. It includes clear-sky, non-

precipitating clouds, and anvil clouds with precipitation

that does not reach the low levels. That is because the

radar typically does not see the small cloud or ice par-

ticles; therefore, the algorithm used for partitioning was

designed to extract only the precipitating regions. This

method is widely used in particular because it allows for

direct comparison between models and observations

(Lang et al. 2003), and it is also perfect for Darwin be-

cause it was developed using radar data specifically from

this location. After applying the partitioning algorithm,
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we define three masks—HC(x, y, t), HS(x, y, t), and

HNP(x, y, t)—that are respectively equal to 1 in the

convective, stratiform, and nonprecipitating portions of

the domain and 0 elsewhere.

3. Isentropic averaging

In this study, we use the isentropic technique developed

in PM13 and transform the Cartesian horizontal co-

ordinates (x, y) into an isentropic coordinate. This con-

trasts with the traditional use of the isentropic analysis

in synoptic meteorology, in which the vertical coordinate

z is replaced by a thermodynamic coordinate. Here, air

parcels with similar thermodynamic properties can be

followed (in an averaged sense), as they are carried by

convective updrafts and downdrafts, and amean isentropic

overturning circulation can be determined.

a. Identifying the convective, stratiform, and
nonprecipitating mass flux

There is a certain freedom in the choice of the ther-

modynamic variables used for identification of isentro-

pic surfaces. Because of deep convection, the average

temperature profile in the tropics is close to the moist

adiabat (Xu and Emanuel 1989), which makes ue a good

candidate for an invariant of the flow. Here, we base the

isentropic calculations on ue, defined as

ue 5
T

P
H2R

y
q
y
/C exp

�
Lyqy
CT

�
,

where T is temperature, P5 (p/p0)
Rd/C is the Exner

pressure, p0 is reference pressure, Ry and Rd are the gas

constant of water vapor and dry air, respectively, C is

given by C5 cp 1 clqt following Emanuel (1994, his

Eq. 4.5.11), with cp and cl being the specific heat at con-

stant pressure of dry air and liquid water, qt is a total

water mixing ratio, Ly is the latent heat of vaporization,

H is the relative humidity, and qy is the water vapor

mixing ratio. Condensation and precipitation have little

impact on ue; thus, the change in it in the free tropo-

sphere is mainly caused by entrainment, radiative

cooling, and ice fallout (Emanuel 1994). Precipitation of

water has a very small impact on ue, because the specific

entropy of liquid water is small, but freezing and ice

fallout do increase ue. Averaging in isentropic co-

ordinates captures the mean convective transport of air

from surface (where latent and sensible heat fluxes are

the sources of ue) to the cloud top (where radiative

cooling is a sink of ue).

Following PM13, the isentropic mass flux is defined as

a horizontal mean over all parcels with a specified value

of ue:

hMi(ue, z, t)

5
1

L2

ðð
ro(z)[w(x, y, z, t)2w(z, t)]d(ue2 u0e) dx dy ,

(1)

where ro(z) is the mean atmospheric density profile,

w(x, y, z, t) is the vertical wind component, w(z, t) is the

horizontal mean of the resolved vertical wind (which is

zero for this simulation setup, as required by the doubly

periodic boundary conditions, but does not have to be in

general), and L is the horizontal length of a square do-

main. In practice, the Dirac function d(ue 2 u0e) is ap-

proximated by a piecewise constant function equal to

Du21
e for 2Due/2, ue 2 u0e ,Due/2 and 0 elsewhere, so

that hMi is computed by adding the vertical mass flux

over finite ue bins at each vertical level and each time step.

The contributions of the convective (C), stratiform (S),

and nonprecipitating (NP) regions to the isentropic mass

flux can be similarly defined as follows:

hMiC(ue, z, t)5
1

L2

ðð
ro(z)[w(x, y, z, t)2w(z, t)]d(ue 2 u0e)HC dx dy ; (2a)

hMiS(ue, z, t)5
1

L2

ðð
ro(z)[w(x, y, z, t)2w(z, t)]d(ue 2 u0e)HS dx dy; and (2b)

hMiNP(ue, z, t)5
1

L2

ðð
ro(z)[w(x, y, z, t)2w(z, t)]d(ue 2 u0e)HNP dx dy . (2c)

The isentropic mass fluxes averaged over the duration

of the convective event are shown in Fig. 1 in terms of

equivalent potential temperature and height for the

domain as a whole and in the convective, stratiform, and

nonprecipitating regions. The following figures show the

results at and above 500m. The surface layer, where ue
hugely increases, is not relevant to the present study.

Showing it would change the horizontal scale of the
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figures and distract from the actual results. The mass

transport for the whole domain exhibits a typical struc-

ture associated with convective overturning. The air is

rising at ue warmer than the domain mean and subsiding

at ue lower than the domain mean, which is a structure

directly tied to a net upward transport of energy and

equivalent potential temperature. The maxima of up-

ward and downward mass fluxes are centered around

5km. This result is in contrast to the isentropic mass

transport in the radiative–convective equilibrium (RCE)

simulations of PM13 (their Fig. 1a), which have the bulk

of the overturning circulation located below 5km. For

reference, the RCE simulation was performed with the

System forAtmosphericModeling (SAM;Khairoutdinov

and Randall 2003) integrated over 100 days on a 216km3
216km horizontal domain at 500-m resolution and

28km stretched over 64 vertical grid points. The hori-

zontal boundaries were periodic, and the surface had

a constant temperature of 301K. A sponge layer was

applied in the top 8km of the domain. In the RCE case,

the convection is initiated at the surface and is mostly

relatively shallow. The upward mass transport happens

at the equivalent potential temperature values that are

much higher than the mean ue profile. However, the

downward mass flux in the RCE simulations happens at

the equivalent potential temperatures surrounding the

mean profile values, which corresponds to the large-

scale imposed subsidence in the simulation. This is dif-

ferent from the present MCS case in which, above the

melting level (z ’ 5 km), the descending air peaks at

two equivalent potential temperature values: one close

to the horizontal mean ue(z) associated with the slow

subsidence of air through the domain, and the other

colder, associated with the nonconvective downward

motions at the beginning of the simulation. Below the

melting level, there is a notable amount of descending

air for ue much lower than the domain average. This is

a signature of downdrafts, which can be seen in both the

convective and stratiform regions (Figs. 1b,c).

When the domain total isentropic mass flux (Fig. 1a),

introduced in Eq. (1) and time averaged, is partitioned

between the convective and stratiform regions [Figs. 1b

FIG. 1. Time-averaged isentropic mass flux (kgm22 s21 K21) for (a) the whole domain and in the (b) convective,

(c) stratiform, and (d) nonprecipitating regions. The black solid line marks the mean environmental equivalent

potential temperature profile. The convective region mass flux maximum is around the melting level. In the

stratiform region, there is a low-level overturning circulation in addition to the downdrafts. Stratiform ascent is

weak. In the nonprecipitating region, there is a large-scale descent present.
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and 1c, expressed by time-averaged Eqs. (2a) and (2b),

respectively], it can be seen that the bulk of the as-

cending motion happens within the convective towers

but does not peak near the surface but instead closer to

the melting level. This feature of the upward mass flux,

differs from the RCE simulations and is correlated with

the increase of the equivalent potential temperature

with height. For an adiabatic ascent, ue would be con-

served. In reality, ue is expected to decrease as a result of

entrainment of drier and cooler environmental air into

the convective plumes; indeed, PM13 showed that the ue
in the ascending branch of the isentropic circulation

decreased with height in their simulations. There are

two potential causes to this increase in equivalent po-

tential temperature: first, freezing increases ue even for

adiabatic ascent, and second, the strong large-scale

forcing (Mrowiec et al. 2012; Xie et al. 2010), which in-

creases ue during the active monsoon phase through the

convergence of water vapor and heat. We will revisit the

issue of the downward mass transport in more detail

when addressing the large-scale forcing in section 5.

In the stratiform region, weak ascent is present above

the melting level. There is an overturning associated

with shallow convection, but it does not cross the melt-

ing level (z; 5 km). There is no significant ascent in the

nonprecipitating region. Considerable downward mass

transport occurs in all regions as low-entropy air is

forced downward to compensate for the rising air in the

updrafts. In downdrafts, ue decreases moving from the

tropopause toward the melting level and then increases

moving from the melting level toward the surface as

a result of precipitation reevaporation. In the stratiform

and nonprecipitating regions, the downward mass fluxes

show a double maximum above the melting level. This

feature may be explained by the initial subsidence dur-

ing which the temperatures are cool, then a strong burst

of convection that mixes up and warms the troposphere,

resulting in descending motions that are warmer and

closer to the domain mean. The melting level is situated

slightly below 5km and has several effects on the isen-

tropic mass transport. As noted earlier, the upwardmass

flux in both the stratiform and clear-sky regions de-

creases strongly at the melting level, indicating that

stratification acts as a barrier to weak convective up-

drafts. Finally, a large downward mass flux appears for

335 , ue , 340K at the melting point. This air has an

equivalent potential temperature that is considerably

lower than the mean value at any point in the domain.

Such low equivalent potential temperature can be ex-

plained by the melting of frozen precipitation, which

reduces ue in the surrounding air. The isentropic analysis

further indicates that this air moves down toward the

surface in convective and stratiform regions, thus

confirming the role played by convective and mesoscale

downdrafts in the simulation.

Convective overshoot can be detected through the

combination of the isentropic analysis and convective–

stratiform partitioning. The convective regions exhibit

a net ascent near the tropopause for z5 15km and ue 5
352K (Fig. 1b). The stratiform regions show a net

downward motion (Fig. 1c). This is directly tied to air

parcels piercing the tropopause as they rapidly rise within

convective towers and then slowly settling back to their

level of neutral buoyancy within the stratiform area. As

the subsidence in the stratiform regions balances out the

ascent in the convective regions, this overshoot is par-

tially masked in the total isentropic mass transport.

b. Comparison with Eulerian analysis

The upward and downward mass fluxes can be com-

puted without the isentropic averaging, but this can re-

sult in including oscillatory motions, such as gravity

waves in the directional mass flux. To see what portion

of the mass flux can be attributed to the oscillations, it is

best to compare themass fluxes defined in both Eulerian

and isentropic frameworks. The upward and downward

Eulerian mass fluxes within the convective region are

respectively defined as follows:

M1
C (z, t)5

1

L2

ðð
r0(w2w)HCH(w2w) dx dy and

(3a)

M2
C (z, t)5

1

L2

ðð
r0(w2w)HCH(w2w) dx dy . (3b)

Here, the updrafts and downdrafts are partitioned using

a Heaviside step function, which takes into account the

positive and negative vertical velocity. Unlike in the is-

entropic formulation, there is no averaging over ue bins.

In this example, the mass fluxes are shown for convective

region; thus, the mask used is HC. These definitions can

be applied to specify the upward and downward Eulerian

mass flux in the stratiform and clear-sky regions as well,

using appropriate step-function conditions.

Similarly, the upward and downward isentropic mass

fluxes are defined as follows:

hMi1C(z, t)5
ð
hMiCH(hMiC)du0e and (4a)

hMi2C(z, t)5
ð
hMiCH(2hMiC)du0e , (4b)

which can be defined in the stratiform and clear-sky re-

gions as well. The isentropic upward mass flux is summed

over all equivalent potential temperature points that have
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a positive, convective mass flux H(hMiC). Similarly,

a definition is applied to the downward mass flux, but

using only the points in ue–z space with negative mass

flux values.

In Fig. 2, the upward and downward mass fluxes in

convective, stratiform, and nonprecipitating regions are

shown for the isentropic and the Eulerian mass flux

components. These fluxes are averaged over the dura-

tion of the convective event and normalized by the

horizontal area. On average (time and space), the con-

vective regions occupy 12.7% of the domain area, the

stratiform regions occupy 57.1%, and nonprecipitating

regions occupy 30.2%. Despite the relatively small area,

the convective regions account for the bulk of the ascent.

The stratiform regions are associated with strong sub-

sidence, and the nonprecipitating region is compara-

tively quiescent, with only weak subsidence. This result

is consistent with intense ascending motion in the deep

convective towers, combined with reevaporation-driven

descent in the stratiform regions. We note that strati-

form regions are commonly associated with ascent

above the melting level rather than descent, as discussed

further in section 5. The difference between the Eulerian

and isentropic mass fluxes shows a notable, symmetric

contribution (of equal magnitude) of the buoyant oscil-

lations to the mass flux signal in the updrafts and down-

drafts in the subregions of a convective system. This

symmetry arises directly from the fact that the net mass

flux should be equal; that is,

M1
i 1M2

i 5 hMi1i 1 hMi2i

for each of the individual subregions (i 5 C, S, or NP).

The core difference between the Eulerian [Eqs. (3a) and

(3b)] and isentropic [Eqs. (4a) and (4b)] definitions is

that the separation between ascending and descending

motions is done after the flow has been averaged on isen-

tropic surfaces rather than on the instantaneous direction

of the flow. This means that fast adiabatic oscillations are

averaged out, but upward transport associated with mixing

and irreversible overturning is not. Because of this partial

cancellation, the isentropic directional flow is always less

than the Eulerian equivalent, and the difference between

the two can be thought of as a measure of reversible os-

cillatory motions in various convective subregions.

In the convective regions, the isentropic analysis

shows strong ascent through the entire troposphere but

only limited descending motion concentrated below the

melting level. By contrast, the Eulerian diagnostic in-

dicates more pronounced descending motion above the

melting level. In this regard, the Eulerian mass transport

tends to include a large contribution from buoyant os-

cillations to the upward and downward mass fluxes. In

FIG. 2. Eulerian (dotted–dashed) and isentropic (solid) upward

and downward mass fluxes (kgm22 s21) in (a) convective,

(b) stratiform, and (c) nonprecipitating regions. The fields were

averaged over the duration of the convective event. The difference

between dashed and solid lines is symmetric between upward and

downward mass transport, and it shows the averaged contribution

from the reversible oscillations.

MAY 2015 MROW IEC ET AL . 1951



particular, the descending motion above the melting

level diagnosed with M2
C indicates the presence of

gravity waves but has little relationship to convective

downdrafts.

In the stratiform regions, the picture is reversed: there

is a strong downward flux through the depth of the do-

main, while the isentropic ascent is mostly confined to

the lower troposphere. The Eulerian analysis strongly

overestimates the upward mass flux in the stratiform

anvil clouds by including a large contribution from the

oscillations. In the nonprecipitating region, there is no

isentropic ascent above the melting level. The ascending

motion diagnosed by the Eulerian mass flux M1 is an

artifact of the averaging procedure (the gravity wave

regions contribute approximately equally to positive

and negative deviations beyond the isentropic analysis

estimate), which includes a net contribution for oscilla-

tory motions from gravity waves.

This fact has implications for the downward-to-upward

mass flux ratio as well. As pointed out in Mrowiec et al.

(2012), the mass flux closure–based convection parame-

terizations typically assume that the downward mass flux

is a constant fraction of the upward mass flux. The isen-

tropic andEulerian downward versus upwardmass flux in

the convective regions are shown in Fig. 3. Points are

shown at each model time step and were fitted with

a linear function to obtain the ratio in question. The re-

moval of the buoyant oscillations, which symmetrically

reduces bothmass fluxes, results in a lower value (0.44) of

the downward-to-upward mass flux ratio. We note that

the points follow a loop rather than a line, with the lower

branch marking the buildup stage of the convective

event and the upper branch referring to the decay stage.

c. Isentropic streamfunction, vertical velocity, and
buoyancy

Once the mass flux is defined, the isentropic stream-

function may also be calculated as an integral of the

mass flux over a potential temperature range:

C(ue, z)5

ðu
e

u
e,min

M(u0e, z) du
0
e . (5)

A streamfunction defined this way illustrates the vertical

overturning circulation carried out by the convective

system and corresponds to the upward entropy trans-

port, which makes it negative throughout the depth of

the troposphere. The isentropic streamfunction is shown

in Fig. 4a. The domain-mean ue profile is shown by the

solid white line. The absolute minimum of the stream-

function is located at the melting level. As was demon-

strated in PM13 (their Fig. 1b), for the radiative–convective

equilibrium the strongest values of the streamfunctionwere

located near the surface, because that is where the forcing

for the convection is located. Here, the large-scale forcing

driving the simulation was quite strong and not peaked

at the lowest levels shown. For the sake of curiosity, we

looked at the isentropic streamfunction in one of the

limited-area model (LAM) simulations of this MCS

case, described in Zhu et al. (2012) (not shown). As re-

ported by Zhu et al. (2012), although LAM simulations

differ from one another and from the observations in

their simulated cyclogenesis, there is a general consis-

tency between cloud-resolving model (CRM) and LAM

simulation stratiform and convective dynamics and

cloud properties, including a large spread across mi-

crophysics scheme results within each model class. The

result was similar to the present simulation. At this

point, we cannot definitely state if the elevated con-

vective overturning maximum (which is representative

of this simulation) is a property of the strong convective

systems or if, to some extent, it is related to the TWP-

ICE case study setup. It is an interesting question that

warrants further investigation in the future.

Themagnitude of the streamfunction decreases above

5 km. Ascending air parcels originating from the lowest

atmospheric layer start with high values of ue of about

345K. The equivalent potential temperature does not

drop rapidly with height for the isocontours of the

streamfunction, as expected in the case of strong en-

trainment of drier air in the updrafts. Instead, there is

generally a slight increase throughout the troposphere.

We suspect that the strong forcing in this case is aided by

FIG. 3. Convective-region updraft vs downdraft mass fluxes at

eachmodel time step for isentropic (black) andEulerian (red)mass

fluxes. Points were fitted with the linear functions shown with solid

lines.
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a contribution from freezing producing the ue increase.

The sign of the streamfunction changes to positive at about

15km, which may be attributed to the presence of a con-

vective overshoot and a downward entropy transport.

Figure 4b illustrates the frequency of occurrence of air

parcels with a specific value of equivalent potential

temperature for the whole domain, and Figs. 4c and 4d

illustrate the frequency of occurrence partitioned be-

tween convective and stratiform regions. The warmest

updrafts (in terms of ue) are the least frequent, and they

are located only in the convective regions. The coldest

downdrafts occur at low levels, and they are much less

frequent than extreme drafts on the updraft side of the

motions. The majority of air parcels are grouped around

themean domain profile. In the stratiform region, the air

parcels stay closer to the domain mean than in the

convective region. The distribution of the parcel con-

centration is not symmetric around the mean; in par-

ticular, for the convective region it skews toward high

values of ue.

The isentropic averaging in combination with the is-

entropic density can also be used to define the isentropic-

mean distributions of a number of parameters:

~f (z, ue)5
hrf i(z, ue)
hri(z, ue)

, (6)

where f may be any variable (such as vertical velocity,

buoyancy, or the microphysical property) and ~f is an is-

entropic mean of that variable. The isentropic mean is

defined in the mass-weighted sense. In some situations,

there is no difference between themass-weighted average

and the regular average (e.g., when using anelastic model

solutions). For the anelastic model, air density rz de-

pends only on height, and Eq. (6) can be reduced to form

~f (z, ue)5
hf i(z, ue)
h1i(z, ue)

, (7)

where h1i is the probability density function defined in

PM13 [Eq. (4)] and has units of per kelvin. The

FIG. 4. (a) Time-averaged isentropic streamfunction for the whole domain. The overturning circulation maximum

(or the absolute minimum of the streamfunction) is located at the melting level, which implies a strong large-scale

forcing of the simulation. White solid lines mark the mean environmental equivalent potential temperature profile.

Frequency of occurrence of parcels at a given height and ue for the (b) whole domain, (c) convective regions, and

(d) stratiform regions.
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atmosphere is not anelastic. For compressible fluids with

high-density fluctuations or turbulence, amass-weighted

averaging is the preferred approach. Additionally, the

isentropic averaging changes the dimensionality of av-

eraged parameters. The isentropically averaged density

hri, is not the same as, for example, spatially averaged

density. In the process of isentropic averaging, the density

is multiplied by the probability density function [PM13,

Eq. (4)] shown in Fig. 4b; as a result, hri has units of ki-
lograms per cubic meter per kelvin. The formulation of

isentropic-mean distribution defined in Eq. (6) allows it

to return to the standard parameter dimensions.

Increase with altitude in updraft equivalent potential

temperature can also be observed in the isentropic

representation of the time-mean vertical velocity, which

is shown in Fig. 5a for convective and Fig. 5b for strati-

form regions. Strong convective updrafts accelerate

through the melting level with height to reach a maxi-

mum at about 12–13km. The fastest convective updrafts

observed in the upper troposphere may correspond to

infrequent undiluted or weakly diluted air parcels. The

stratiform updrafts show a maximum in the boundary

layer and a stronger maximum at about 12 km. The

boundary layer maximum is most likely a signal of

shallow convection, which is often collocated with the

stratiform region. Weak stratiform ascent (compared to

downdraft) extends from about 9 to 14km. Most ascent

in a stratiform region is on the order of centimeters per

second (see Fig. 5b combined with Fig. 4d). Note that the

strongest updrafts are much stronger than the strongest

downdrafts, consistent with the RCE results (PM13).

Downdrafts reach the minimum equivalent potential

temperature of about 335K at the melting level. Some

downdrafts get warmer as they approach the lower levels

because of the mixing with detrained warmer cloudy air

or with the environment, which has a higher ue.

Figures 5c and 5d show time-averaged buoyancy with

water loading, defined as Bwl 5 (uy 2 uy)/uy 2 qh, where

uy is the virtual potential temperature and qh is the water

loading, in the convective and stratiform regions, re-

spectively. The lowest buoyancy at the melting level is

tied to the melting of precipitation in unsaturated air.

This is the location of the strongest downdrafts in both

convective and stratiform regions. Upper-level buoyancy

and vertical velocity for a given value of ue are fairly

uniform with height in the convective regions, especially

FIG. 5. (top) Isentropic vertical air velocity in (a) convective and (b) stratiform regions, and (bottom) buoyancy in

(c) convective and (d) stratiform region. The black solid line marks the mean environmental equivalent potential

temperature profile.
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at higher values of ue. Precipitation affects buoyancy

through the drag of condensed water, evaporation, and

melting (Emanuel 1994). Condensate and precipitation

particles exert drag forces on the parcel of air equal to

the weight of the condensate. Roughly 3 g kg21 of con-

densate is equivalent to 1K of negative thermal buoy-

ancy. Typically, evaporation dominates over the impacts

of melting because the latent heat of vaporization is

8 times larger than that of freezing. Below the melting

level, however, the melting process can have a very

strong, local impact on enforcing negative buoyancy

[also noted in Grim et al. (2009)].

4. Evolution of the isentropic mass flux

To illustrate the evolution of convection within this

simulation, the profile time series of total upward and

total downward isentropic mass fluxes for the convective

system’s subregions are plotted in Fig. 6. Deep upward

mass transport is mostly located in convective towers,

with themaximumaround themelting level. There is not

much contribution from the stratiform region (very

weak stratiform ascent) and even less from the rest of

the domain. An initial, weaker burst of convection oc-

curs at 0700 UTC 23 January (day 23.3), with a few

isolated convective towers. The main convective activ-

ity starts at 1200 UTC (day 23.5, almost 5 h later), as

shown in the convective upward mass transport

(Fig. 6a). The upward motions are correlated with

convective and stratiform downdrafts, the former

peaking at the melting level, and the latter being more

evenly distributed throughout the troposphere. In the

stratiform region, following the onset of deep convec-

tion, there is a low-level overturning that may be seen

below the melting level. There is no significant upward

mass transport in the nonprecipitating region, but there is

some subsidence. Past the peak of the convective event,

almost the entire domain is occupied by either convective

or stratiform clouds; therefore, the contribution to the

downward mass transport by the nonprecipitating region

almost completely disappears.

As was mentioned earlier, one of the advantages in

using isentropic averaging is that the buoyant oscilla-

tions are naturally removed from the analysis of the

convective subregions. The evolution of the difference

between the Eulerian and isentropic downward mass

FIG. 6. Time series of (a),(c),(e) downward and (b),(d),(f) upward isentropic mass fluxes (kgm22 s21) in the

convective, stratiform, and nonprecipitating regions. The majority of the upward mass transport is concentrated in

the convective towers; however, the downwardmass transport is distributed between the convective and stratiform

regions.
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fluxes for the convective, stratiform, and nonprecipitating

regions is shown in Fig. 7. The difference itself is sym-

metric; therefore, we show only the downward mass flux

difference. This discrepancy demonstrates the timing

and location of the oscillations. The oscillations are

temporally correlated with the convective activity. The

main burst of convection induces buoyant oscillations

in the convective region. The main sources of the

gravity waves are in the boundary layer (as a result of

boundary layer turbulence), at the tropopause (where

convection overshoots the level of neutral buoyancy

and radiates gravity waves), and in the midlevels. The

midlevel oscillation source is located at the melting

level and only in the convective region. We speculate

that this source is caused by graupel formation just above

the melting level, which gives the updrafts a buoyancy

boost and induces oscillations with a small horizontal

extent and strong vertical group velocity [as also shown

in Varble et al. (2014a,b)]. In the stratiform region, there

are only the boundary layer–related oscillations and

the tropopause oscillations that propagated away from

the convective towers. The timing in the stratiform and

nonprecipitating regions is not as clear-cut as in the

convective region. In these two regions, some residual

oscillations are present almost from the start of the

analysis period.

5. Large-scale forcing impacts

The active monsoon period is characterized by strong

upward motions and large advective cooling and moist-

ening through the depth of the troposphere. Figure 8a

shows the large-scale vertical velocity field that is the

basis of the horizontally uniform vertical forcing used in

the simulation. Large-scale forcing is derived from vari-

ational analysis of observed sounding-array profiles and

surface rain-rate retrievals, among other observational

inputs [see Xie et al. (2010) for additional details]. Al-

though the absolute values of the large-scale vertical

wind may appear weak in comparison with the strong

convective updrafts, they are enough to neutralize the

downdrafts in the stratiform and nonprecipitating re-

gions. The large-scale forcing was likely moistening the

lower troposphere (Fridlind et al. 2010) and enhancing

ue in the updrafts. The rainfall rate at the surface is

shown in Fig. 8b for the simulation and the observations

from the C-band polarimetric (CPOL) radar described

in Fridlind et al. (2012).

The 23 January MCS event was the single most in-

tense rainfall event observed during the TWP-ICE

campaign. It was spatially large (significantly larger

than the experimental domain) and eventually de-

veloped a cyclonic circulation. Mapes and Houze (1993)

suggested that concentrated vorticity associated with

mesoscale convection provides mean ascent, which is

a positive feedback for monsoon evolution. As noted by

Raymond and Jiang (1990), the regions of vorticity in-

duced bymesoscale convective systems aremost effective

at inducing ascent when they interact with environmental

vertical shear. The fraction of the experimental domain

covered by the convective and stratiform regions in the

simulation and observations are respectively shown in

Figs. 8c and 8d. Despite the fact that the rainfall rate is

a good match with retrievals, the simulation over-

estimated the average convective coverage. Also note

that starting fromaround the peak of the event, nearly the

whole domain was observed to be covered with

FIG. 7. Time series of the difference between the Eulerian and

isentropic downward mass flux in the (a)convective, (b) stratiform,

and (c) nonprecipitating regions.
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precipitating clouds. For the doubly periodic boundary

conditions of that simulation, that meant the stratiform

anvil that was gradually developed during the life cycle of

the MCS could not be removed from the model domain

and resulted in a substantial overestimation of stratiform

region during the final phases of the simulation.

As noted inMrowiec et al. (2012), the doubly periodic

boundary conditions in the numerical setup require that

the horizontal-mean resolved vertical velocity must be

zero. Thus, the large-scale vertical velocity is not included

in themodelw. Theway that we treat the vertical velocity

field is important for model results interpretation. From

the point of view of an observational framework, the

large-scale vertical velocity should be included in the

computations ofmass fluxes. The temporal trend of large-

scale vertical motion is smooth, but the vertical tenden-

cies of moisture and heat that were used in simulations to

avoid divergence of models from one another in the in-

tercomparison study are not always as smooth. The latter

may have introduced undesirable noise in simulations. It

is likely preferable to apply vertical motion to model-

predicted moisture and temperature fields in future

studies, owing also to increased realism, despite potential

impact on increasing simulation spread with advancing

time. Figure 9a shows domain-averaged vertical velocity

in the stratiform region for resolved motions, and in

Fig. 9b, the large-scale vertical velocity field is included.

The resolved motions are downward during the peak of

the event, possibly in connection with melting and the

boundary conditions forcing the subsidence to balance

the convective updrafts. The total vertical wind between

7km and the tropopause is, however, upward on average,

a typical upper-tropospheric value of about 10 cms21.

The convective mass transports with no large-scale

vertical velocity and including the large-scale vertical

velocity are shown in Figs. 10a and 10b, respectively.

Analogous fields for the stratiform region are shown in

Figs. 10c and 10d. The impact of the large scale is evi-

dently much greater in the stratiform region than it is for

the convective region, where the intensity of the vertical

motions is much greater. In the stratiform region, the

FIG. 8. (a) Time series of the large-scale vertical velocity forcing

in the color contours. Time series of (b) precipitation rate,

(c) stratiform area, and (d) convective area compared with CPOL

radar observations below.

FIG. 9. Time series of the (a) averaged vertical velocity and (b) averaged vertical velocity including large-scale

forcing in the stratiform region.
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downward mass flux signal that extended from the tropo-

pause down and peaked at the melting level is greatly

weakened when the large-scale vertical winds are in-

cluded. The downdrafts below the melting level that could

reach the surface become rarer. Themesoscale downdrafts

are comparable to the large-scale ascent. The mesoscale

updraft, however, gets reinforced and extended upward.

The key point here is that, once the large-scale ascent is

accounted for, ascent in the stratiform region (albeit rela-

tivelyweak) is consistent with the ‘‘established’’ viewof the

mesoscale convective systems (Houze 1989). At the same

time, the downdrafts get extremely weak (almost none of

them reach the lowest levels) below themelting level when

the large-scale ascent is included. The transition from

downward to upward motion occurs at the melting level,

not at 7km, so that may be a bias in the simulation. This

alters any interpretation of the resolved vertical velocity

field associated with the stratiform regions.

6. Microphysics

In the presence of strong updrafts, the dominant

growth mechanism for precipitation particles is the

collection of the cloud water by raindrops and ice (co-

alescence and riming, respectively) (Houghton 1968).

Strong updrafts extend the residence time of the larger

particles within the cloud and thus result in larger hydro-

meteors. The microphysical growth processes of the con-

vective precipitation (both liquid and frozen) formation

are different from the stratiform precipitation areas. Va-

por diffusion and aggregation increase particle size in both

regions, but coalescence and riming are only important in

convective regions (Houghton 1968; Houze 1997).

Graupel forms in strong convective updrafts. The

number concentrations and mixing ratios for graupel in

convective and stratiform regions are shown in Fig. 11.

In the convective regions (specifically, convective

cores), between 6 and 9km and for the ue range between

355 and 360K, the graupel mixing ratio increases grad-

ually with height, but the number concentration is uni-

form, and updraft velocities (Fig. 5) are fairly constant as

well. Above 10km, the ambient temperature falls below

2408C, causing the homogeneous freezing of all re-

maining water droplets in the updrafts, thus increasing

the number concentration and creating a maximum in

the mixing ratio.

FIG. 10. Mass flux (b),(d) with and (a),(c) without large-scale forcing in (a),(b) convective and (c),(d) stratiform

regions.
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The partitioning and occurrence of snow are shown in

Fig. 12. The structure of isentropic number concentration

and mixing ratios are similar for snow and for graupel.

In the convective region, the snow particles grow with

height, between 6 and 10km, at which point homoge-

neous freezing occurs, resulting in a maximum of the

snow number concentration. Note that this maximum is

located at a lower equivalent potential temperature and

requires weaker vertical wind but spans a wide range of

vertical velocities in contrast to graupel. The lowest level

of graupel (or snow) occurrence is not at a constant alti-

tude, because the melting level increases as updrafts be-

come warmer with higher ue.

7. Conclusions

Here we implement the new technique developed

in PM13 to studies of the convective overturning in

a mesoscale convective system case study. We apply

a conditional averaging of gridcell properties on equiv-

alent potential temperature surfaces. In effect, the

space- and time-dependent parameters are represented

in terms of height, ue, and time. An equivalent potential

temperature–based averaging preserves the separation

between warm, moist updrafts and cooler, drier down-

drafts that are fundamental aspects of moist convection.

We focus on the isentropic mass flux and the isentropic

streamfunction, tracing the average transport of ther-

modynamically similar air parcels within the convective

subregions. In addition, the isentropic averaging filters

out small gravity waves, which, as reversible oscillations,

do not contribute to mass transport. It is shown that the

isentropic analysis leads to systematically and consider-

ably lower values for the mass transport relative to other

techniques that include all vertical motions.

There is little resolved isentropic ascent in the strati-

form region. Most of the ascent takes place in the con-

vective region. However, when the imposed large-scale

ascent is included in the analysis, the mesoscale ascent is

stronger, but the mesoscale downdrafts get weaker and

do not reach the lowest levels shown. Convective

downdrafts are strongest at and just below the melting

level, which shows the importance ofmelting for producing

or strengthening downdrafts. Only when the large-scale

forcing is included in the analysis does the stratiform-

region vertical motion start to resemble the established

FIG. 11. (a),(b) Graupel number concentrations and (c),(d) mixing ratios in the (a),(c) convective and (b),(d)

stratiform regions.

MAY 2015 MROW IEC ET AL . 1959



schematic view of the MCS stratiform region. The sim-

ulations performed here were designed to be compared

with single-column model simulations (cf. Davies et al.

2013; Petch et al. 2014), and extension of this analysis to

limited-area model simulations would be desirable, es-

pecially with respect to stratiform-area properties [see

Varble et al. (2014a,b) for comparison of these simula-

tions with limited-area simulations].

Analysis of the streamfunction based on the isentropic

mass flux identifies the convective overturning as a com-

bination of ascent of high-energy air parcels and descent

of air with much lower energy, shows the role of en-

trainment in reducing the equivalent potential tempera-

ture of the rising air parcels in the lower troposphere, and

is consistent with a notable amount of overshooting in the

tropopause region. The location of the isentropic stream-

function minimum in the MCS is different from the

surface-driven RCE convection analyzed in PM13. To

fully understand whether the location of the over-

turning maximum depends only on the type or strength

of convection or to what extent the setup of the ex-

periments is important, more studies need to be done.

Future analysis could be repeated with a different

isentropic-surface definition (one that takes into ac-

count the effects of ice freezing and melting). More

cloud-resolving and LAM simulations could be set up,

in which the sensitivity to the boundary layer and the

forcing could be tested.

Other properties of rising and subsiding parcels, such

as vertical velocity, buoyancy, and microphysical quan-

tities can also be systematically recovered with the isen-

tropic averaging approach. The strongest vertical velocities

are very infrequent and associated with the deep, weakly

diluted updrafts that exist at high values of equivalent po-

tential temperatures. Large vertical velocities in the con-

vective region are correlated with large graupel and snow

mixing ratios. The number concentrations of the graupel

and snow are doubled above 10km, as raindrops freeze

instantaneously to produce graupel and cloud drops freeze

instantaneously to produce cloud ice, which then grow

enough to become snow in about 2km of subsequent as-

cent. The analysis shownhere not only provides insight into

the physical processes taking place in deep convection but

also is informative regarding some aspects ofmicrophysical

parameterization. This analysis could be tested across

different model setups (e.g., grid spacing affecting

FIG. 12. (a),(b) Snow number concentrations and (c),(d) mixing ratios in the (a),(c) convective and (b),(d)

stratiform regions.
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entrainment, microphysics, and large-scale forcing) and

validated with observations from field campaigns in fu-

ture work.

The approach presented here is well adapted for anal-

ysis of simulated convection and applies to a variety of

numerical model setups. This feature can be valuable for

model intercomparisons and diagnostics of the convective

transport in increasingly complex numerical models. The

isentropic analysis is an efficient, complementary method

for studying thermodynamic and microphysical proper-

ties of convective overturning. Direct computation of the

isentropic streamfunction requires high-resolution (both

spatial and temporal) data. It might be possible, however,

to approximate it on a statistical basis using the statistical

transformed Eulerian-mean circulation (Pauluis et al.

2011). Hence, the isentropic streamfunction could po-

tentially be used as an intermediary diagnostic for com-

parisons between high-resolution cloud-resolving models

and single-column models.
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