
Doppler lidar technology has advanced to the point where wind measurements can be made 

with confidence from space, thus filling a major gap in the global observing system.
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T	 he purpose of this paper is to document the  
	 advances in our understanding of the need for  
	 global wind measurements since our earlier paper 

(Baker et al. 1995), to summarize recent results from 
airborne wind measurement campaigns and OSSEs, 
and to discuss the technology advances that now make 
a space-based Doppler wind lidar (DWL) feasible.

Measurement of the three-dimensional global 
wind field is the final frontier that must be crossed 
to significantly improve the initial conditions 
for numerica l weather forecasts. The World 

Meteorological Organization determined that global 
wind profiles are “essential for operational weather 
forecasting on all scales and at all latitudes.” (WMO 
1996, chapter 13, p. 295) This is because the wind field 
plays a unique dynamical role in forcing the mass 
field to adjust to it at all scales in the tropics, and at 
small scales in the extratropics (Baker et al. 1995). 
Wind profiles are also needed to depict vertical wind 
shear structures that are underrepresented in global 
NWP models (Houchi et al. 2010). Furthermore, the 
National Research Council (NRC) decadal survey 
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report on Earth Science and Applications from 
Space (NRC 2007) recommended a global wind 
mission, and the NRC Weather Panel, in the same 
report, determined that a DWL in low-Earth orbit 
(LEO) could make a transformational impact on 
global tropospheric and stratospheric analyses. More 
recently, a WMO (2012b) workshop found the cur-
rent global observing systems to be heavily skewed 
toward measuring atmospheric mass rather than 
wind, especially for the satellite instruments, even 
though the average influence of wind observations 
is higher, on both an individual instrument and a 
“per observation” basis. The workshop final report 
further stated, “There is a need to invest in enhanced 
wind observations in the tropics and over the oceans 
especially. . . . Development of satellite-based wind-
profiling systems remains a priority for the future 
global observing system” (WMO 2012b, p. 9) In ad-
dition, the WMO Rolling Review of Requirements, 
updated in May 2012, states that “wind profiles at all 
levels outside the main populated areas” is the highest 
measurement priority (WMO 2012a, p. 8).

Accurate measurements of the global wind field 
will also support major advances in the understanding 
of several key climate change issues. Several studies 
have suggested that the general circulation of the 
atmosphere varies considerably on decadal time 
scales and that some of this variation may be due 
to greenhouse gas forcing (Chen et al. 2002; Mitas 
and Clement 2005, 2006; Vecchi et al. 2006). Each of 
these studies, however, relies on climate models and 
datasets that provide an incomplete picture of large-
scale circulation changes.

Moreover, there is an urgent need to improve 
the accuracy of horizontal and vertical transport 
estimates for climate applications. For example, 
recent studies (Graversen 2006; Graversen et al. 
2008) indicate that the dramatic reduction in sea ice 
extent observed in the Arctic may be partly due to 
systematic changes to heat transport into the Arctic. 
In addition, Yang et al. (2010) found that about 50% of 
the recent Arctic warming in the free troposphere is 
due to increased poleward energy transport. However, 
these findings are based on reanalysis wind data 

with large uncertainties in 
the Arctic for the zonally 
averaged, meridional wind 
component.

Large areas of the tropi-
cal atmosphere are devoid 
of measured wind profiles. 
This suggests the potential 
for a large improvement in 
forecast skill for a variety 
of tropical phenomena, 
including tropical cyclones, 
monsoonal circulations, 
and the African easterly jet, 
especially given the domi-
nance of the wind field in 
the mass–motion balance 
relationship (Baker et al. 
1995; Žagar et al. 2008).

The scientific evidence 
thus supports the notion 
of a clear imbalance in the 
current global observing 
system as noted above 
(WMO 2012b). A com-
parison of atmospheric 
mass field measurements 
coverage by satellites in 
LEO versus the coverage 
of the radiosonde network 
is striking. The radiosonde 

Fig. 1. Depicted is (a) the current upper-air AMSU-measured mass and (b) 
the 1200 UTC radiosonde-measured wind observational coverage. Maps 
provided by ECMWF.
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network, which is primarily 
land based, remains the 
primary source of global 
w i nd  prof i l e s .  W h i le 
single-level wind measure-
ments obtained from air-
craft, by tracking cloud or 
water vapor features from 
scatterometers, etc., are 
important components of 
the global observing sys-
tem, additional wind pro-
files are needed, especially 
over the oceans and remote 
land areas to depict vertical 
wind shear structures as 
noted above (Houchi et al. 
2010).

Figure 1 illustrates the 
measurement imbalance 
between the mass and wind 
fields by comparing the 
coverage of seven Advanced 
Microwave Sounding Units 
(AMSUs) and the 1200 UTC 
radiosonde locations where 
wind profiles are provided, 
typical ly twice per day 
(once per day over some 
parts of South America 
and Australia). In addi-
tion to AMSU coverage, 
global mass data are also 
provided by three hyper-
spectra l sounders [the 
National Aeronautics and 
Space Ad mi nist rat ion 
( NA SA)  At mo s pher ic 
Infrared Sounder (AIRS), 
the European Organisa-
tion for the Exploitation 
of Meteorological Satel-
lites (EUMETSAT) Infra-
red Atmospheric Sounding 
Interferometer (IASI), and 
the Suomi National Polar-Orbiting Partnership (NPP) 
satellite Cross-Track Infrared Sounder (CrIS)]. Satel-
lite temperature profiles are also obtained via the 
Taiwan–United States Constellation Observing System 
for Meteorology, Ionosphere and Climate (COSMIC; 
Anthes et al. 2008).

One measure of the uncertainty of atmospheric 
analyses is the difference between analyses produced 

by various operational data assimilation systems, such 
as those at the European Centre for Medium-Range 
Weather Forecasts (ECMWF) and National Centers 
for Environmental Prediction (NCEP). These analy-
sis differences are estimates of actual analysis error, 
which cannot be directly quantified because the true 
atmospheric state at any given time is unknown. 
We show results obtained as multimonth averages 

Fig. 2. Depicted are the RMS differences (m s–1) in 300-hPa wind speed analy-
ses produced by ECMWF and the NCEP GFS: (a) Jan–Dec 2010 and (b) Jan– 
Sep 2011. Includes all daily analyses provided at 0000 and 1200 UTC. This quan-
tity is a proxy for actual analysis error, which cannot be directly quantified. 
Note that the influence of individual radiosonde stations appears in many areas 
(Russia, Australia, Brazil, and oceanic islands) as localized regions of reduced 
analysis difference. Effect of aircraft observations can also be seen [e.g., along the 
flight corridor between Hawaii and the West Coast (Langland and Maue 2012)].
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during 2010 (Fig. 2a) and 
2011 (Fig. 2b) in o rder to 
demonstrate that the basic 
pattern of these dif fer-
ences is quite robust from 
year to year, which implies 
a strong dependence of 
analysis error on the com-
ponents and quality of the 
global observing system. 
The basic global pattern of 
analysis differences can be 
modulated to some extent 
by year-to-year and sea-
sonal variability in atmo-
spheric circulation, as seen 
by comparing Figs. 2a,b.

I n  re g ion s  s uc h  a s 
Europe, the United States, and East Asia that are 
well covered by radiosonde, aircraft, and land sur-
face observations, the differences between ECMWF 
and NCEP analyses of upper-tropospheric winds 
(Figs. 2a,b) are relatively small, with correspondingly 
small analysis uncertainty. Similar patterns exist in 
the lower troposphere for variables such as tempera-
ture and geopotential height (Langland et al. 2008). 
In contrast, in regions where atmospheric analyses 
rely primarily on satellite radiance data, there tend 
to be larger differences between the various analyses 
of wind, temperature, and height, indicative of larger 
analysis uncertainties. For example, in Figs. 2a,b 
there is larger uncertainty in the analyzed 300-hPa 
wind speed over much of the tropics, southern mid-
latitudes, and North Pacific basin. Wind observa-
tions from geostationary satellite imagery reduce 
analysis uncertainty but not to the same extent as do 
observations from radiosondes. Note that analysis 
uncertainty is smaller over the North Atlantic than 
over the North Pacific due to more numerous aircraft 
observations. Analysis differences in polar regions 
are also generally somewhat smaller due to the pre-
vailing wind–mass balance and the availability of 
Moderate Resolution Imaging Spectroradiometer 
(MODIS) and Advanced Very High Resolution 
Radiometer (AVHRR) wind observations (Key et al. 
2003).

IMPACT OF GLOBAL WIND PROFILES 
ON WEATHER FORECASTING AND 
CLIMATE RESEARCH. NWP. Forecast sensitivity 
to observations. The relative impact of various types 
of measurements on the quality of atmospheric 
analyses can be estimated by the so-called forecast 

sensitivity to observations (FSO), developed by Baker 
(2000). The FSO technique has been used extensively 
to assess the sensitivity of forecast errors to different 
components of the global observing system (Baker 
and Langland 2008, 2009; Cardinali 2009; Gelaro 
et al. 2010; Langland and Baker 2004; Ota et al. 2013). 
This approach can also be used to assess the relative 
inf luence of mass and wind field observations on 
short-range forecast errors.

In Fig. 3 (Källén et al. 2010), the forecast error 
impact is given for the total number of observa-
tions of each type, as well as the error contribution 
per observation for the ECMWF data assimilation 
system. As may be seen in Fig. 3, the conventional 
observing system is well balanced in terms of mass 
and wind observations, while the satellite observing 
system is dominated by mass observations. If, 
however, the impact factor is divided by the number 
of observations, the individual space-based wind 
observations are more inf luential than the space-
based mass observations. This evidence is further 
confirmation that the space-based observing system 
is unbalanced in terms of the total number of mass 
and wind observations, as discussed above, but the 
available wind observations still have a large impact 
on forecast quality.

OSSEs. An extensive series of global observing system 
simulation experiments (OSSEs) has been conducted 
since the mid-1980s to determine the potential 
influence of wind profile observations from space and 
to evaluate trade-offs in the design of a space-based 
wind lidar. These early experiments showed the great 
potential for space-based wind profile observations 
reducing analysis errors and improving numerical 

Fig. 3. The contribution of mass vs wind observations in reducing the 24-h 
forecast error, expressed as observation impact (%), in terms of the total 
number of observations and on a per-observation basis for the ECMWF data 
assimilation system.
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forecasts. These studies were also used to evaluate 
trade-offs in lidar design (Atlas et al. 1985a,b; Atlas 
1997; Masutani et al. 2010).

OSSEs have also been used to assess the potential 
impact of DWL on hurricane-track forecasts. For 
this purpose, a reference atmosphere, referred to as 
a “nature run” (NR), was generated using an early 
version of the finite-volume general circulation model 
(FvGCM) at 0.5° resolution (Atlas et al. 2005b), and 
the assimilation and forecast system was the 1.0° 
resolution version of the NASA Goddard Space Flight 
Center (GSFC) Goddard Earth Observing System 
(GEOS) version 3 data assimilation system (Atlas 
et al. 2005a). The NR covered a 3.5-month period 
and contained interesting and important meteoro-
logical features, including tropical cyclones and a 
very realistic representation of atmospheric fronts 
and extratropical cyclone evolution. Following a 
detailed assessment of the realism of the NR and the 
differences between the NR model and the assimila-
tion–forecasting model, the entire OSSE system was 
validated through a comparison of parallel real-data 
and simulated-data impact experiments.

Figure 4a illustrates an improvement in hurricane 
landfall prediction as a result of assimilating simu-
lated lidar wind data. The predicted landfall position 
error was improved by approximately 150 miles. 
Details of these and other OSSEs are summarized by 
Atlas and Emmitt (2008) and Atlas and Riishojgaard 
(2008). Marseille et al. (2008) used a modified OSSE 
concept to illustrate beneficial DWL impact for severe 
extratropical storms. Pu et al. (2009) and Zhang and 
Pu (2010) demonstrated DWL data can have a poten-
tial impact on improving tropical cyclone intensity 
forecasts with a regional OSSE.

A second U.S. landfalling storm (Hurricane 
Ivan) was evaluated from the extremely active 2004 
hurricane season. A “QuickOSSE” methodology 
was conceived in order to answer observational and 
dynamical questions related to this hurricane. This 
methodology involved using a 0.25° resolution version 
of the FvGCM forecast of Hurricane Ivan for the 
NR. From this NR, all of the standard and special 
reconnaissance observations that were available in 
real time, as well as hypothetical lidar wind profiles 
covering the storm, were simulated. This was followed 
by the control assimilation and forecast (using all 
of the standard observations) and an ideal lidar 

Fig. 4. The potential impact of lidar winds for hurri-
cane-track forecasts. Green denotes the “observed” 
track from NR, red denotes the forecast with all 
currently used simulated data, and blue denotes the 
improved forecast for the same time period with 
simulated wind lidar data added. (a) A land-falling 
hurricane simulated in NR and (b) the prediction of 
Hurricane Ivan.
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assimilation and forecast (adding simulated lidar 
winds to the control) generated using a coarse 1.0° × 
1.25° resolution version of the FvGCM.

Figure 4b shows a major improvement in the 
predicted movement of the hurricane resulting from 
the assimilation of lidar winds. This was due to a 
significant improvement in the divergence profile 
associated with the storm (not shown), enabling it 
to be more accurately steered by the large-scale flow.

More recently, an ECMWF T511 (~40-km hori-
zontal resolution) NR (Andersson and Masutani 
2010) was used to create the simulated observations 
and serve as the “truth” for impact experiment 
verification. The Joint Center for Satellite Data 
Assimilation (JCSDA) has conducted a series of 
OSSEs aimed at assessing the potential impact of the 
Global Wind Observing System (GWOS) mission 
concept outlined in the “Technology used in DWL” 
section (Riishojgaard et al. 2012), using the T511 
nature run provided by ECMWF. All experiments 
were done with the December 2009 version of the 
NCEP Global Data Assimilation System (Kleist et al. 
2009).

The approach taken to simulate the reference 
observing system for the OSSEs was simple and aimed 

at capturing the most salient characteristics of the 
global observing system. For data with existing real-
data parallels (i.e., radiosondes, surface observations, 
aircraft data, existing satellite systems), simulated 
observations were created at the times and locations 
for which actual observations were available in the 
corresponding 2005–06 period, as recorded in the 
operational data stream used in NCEP operations. 
The GWOS DWL observations were simulated, 
using the Doppler Lidar Simulation Model (DLSM) 
described by Wood et al. (2000). Direct and coherent 
detection wind lidar returns (see “Technology used 
in DWL”) were simulated separately, and a detailed 
model of the instrument error propagation onto the 
final error of the wind product was included. Details 
on the simulation of non-DWL data were described 
by Riishojgaard et al. (2012).

First, a control experiment was performed: a 
cycling data assimilation run extending over a 
spinup period from 1 through 6 July, followed by an 
experimental period from 7 July through 15 August. 
The control experiment used simulated data for all 
of the observations with a real-data counterpart in 
the NCEP operational data stream during this time 
period that also provided a 40-day interval over which 

Fig. 5. The impact of various wind observing systems on 500-hPa height forecasts measured by the AC score, 
averaged over 40 cases. (left) NH and (right) SH results. Error bars represent statistical significance at the 
95% level.
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diagnostics were calculated. During this period, 5-day 
forecasts were launched each day at 0000 UTC. Next, 
a set of three perturbation (assessment) experiments 
was done: 1) an experiment (“NOUV”) from which 
all radiosonde, pilot balloon, and dropsonde wind 
observations were removed; 2) an experiment 
(“NONW”) in which all wind observations were 
withheld (aircraft, scatterometer, winds from feature 
tracking, etc.) in addition to those withheld from the 
NOUV experiment (in other words, all wind observa-
tions used in the control experiment were withheld.); 
and 3) an experiment (“DWL”) in which the simulated 
GWOS DWL observations were added to the observa-
tions used for the control run. The experimental setup 
for all runs was consistent with the way the system 
was used in NCEP operations prior to 22 May 2012. 
The horizontal resolution was T382, corresponding 
to a Gaussian grid size of about 45 km.

Figure 5 shows the skill of the 500-hPa-height 
forecasts as measured by the anomaly correlation 
coefficient (Miyakoda et al. 1972), referred to here 
as the anomaly correlation (AC) score, for all four 
experiments in the Northern Hemisphere (left) and 
the Southern Hemisphere (right). The AC score can 
range between 0.0 and 1.0 and is nondimensional. 

All forecasts were verified using the nature run, and 
the bottom part of Fig. 5 shows differences in skill 
with respect to the control run. Differences that 
exceed the error bars for the respective color are 
statistically significant at the 95% level. The figure 
shows that elimination of all wind observations 
leads to a significant decrease in skill (NOUV and 
NONW), demonstrating that wind observations 
have a significant contribution to the skill of the 
NCEP Global Forecast System (GFS). The addition 
of the simulated lidar wind observations leads to a 
statistically significant increase in AC score at day 
5 (120 h) of approximately 1.5 and 2 points in the 
Northern and Southern Hemispheres, respectively. In 
the Southern Hemisphere, for example, the AC score, 
is approximately 0.83 versus 0.85 for the control and 
DWL experiments, respectively.

For comparison purposes, the overall rate of 
progress of NWP skill over the last 10–20 years has 
generally ranged from 0.5 to 1 point annually due to a 
combination of factors: better observations, improve-
ments to model and data assimilation methodology 
through scientific advances, and increased spatial and 
temporal resolution due to more powerful computers. 
Typically, a contribution that can be attributed to a 

Fig. 6. The impact of various wind-observing systems on 200- and 850-hPa tropical wind forecasts measured 
by the RMS error (m s–1), averaged over 40 cases. Error bars represent statistical significance at the 95% level.
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specific new observing system is generally modest. 
In that context, the magnitude of the impact of the 
DWL is exceedingly rare.

Tropical RMS wind errors for the four experiments 
are shown in Fig. 6. The effect of simulated lidar wind 
observations in the tropics is initially large, espe-
cially at the 200-hPa level. The 850-hPa level is more 
strongly influenced by the lower boundary conditions 
and, due to progressive attenuation of the lidar beam 
at lower levels, fewer wind observations are available 
at this level. However, the impact tends to decrease 
rapidly over time at both levels. This behavior is 
typical for the tropics, and, rather than pointing to 
problems with the simulated data, it illustrates the 
challenge of using observations in a dynamically 
consistent way (Žagar et al. 2004).

Airborne Observing System Experiment over the 
North Atlantic. A scanning coherent 2-µm Doppler 
lidar was operated for 28.5 flight hours during the 
Atlantic “The Observing System Research and 
Predictability Experiment” (THORPEX) Regional 
Campaign (A-TReC) in November 2003 onboard 
the Falcon 20 aircraft of the Deutsches Zentrum für 
Luft- und Raumfahrt (DLR). The system measured 
1612 vertical profiles of wind direction and speed at 

a resolution of 5–10 km 
horizontally and 100 m 
vertically (Fig. 7). Com-
parison of the l idar 
observations and col-
located dropsondes re-
vealed that the coher-
ent lidar can measure 
winds with a standard 
deviation of 0.75–1 m s–1 
and no significant bias 
(Weissmann et al. 2005). 
Although this error is 
slightly higher than that 
of conventional drop-
sonde obser vat ions, 
lidar observations are 
seen to be more repre-
sentative of the model 
wind field because they 
are computed by aver-
aging over a sampling 
volume of 5–10 km.

An Observing Sys-
tem Experiment (OSE) 
was conducted whereby 
A-TReC lidar observa-

tions were assimilated into the operational version 
of the ECMWF model at that time with a horizontal 
resolution of about 40 km and 60 levels in the vertical 
(Weissmann and Cardinali 2007), including the rep-
resentativeness error. The assumed lidar observation 
error standard deviation was 1–1.5 m s–1, which is only 
about half of the assigned error of most conventional 
observations. Lidar observations were found to have 
more influence in the analysis than dropsondes. In 
particular, the mean analysis influence calculated 
following Cardinali et al. (2004) was 50% higher. The 
assimilation of lidar wind profiles over the North 
Atlantic produced an average reduction of 3% in the 
48–96-h forecast error for the 500-hPa geopotential 
height over Europe (Fig. 7). This was a remarkable 
result given that observations from only eight flights 
were assimilated in the 17-day period. Consistent with 
dropsondes having less influence in the analysis, there 
was less reduction in the forecast error when only 
dropsonde observations were assimilated (in addi-
tion to data from the routine operational observing 
system).

These findings motivated the deployment of the 
airborne DWL instruments in the THORPEX Pacific 
Asian Regional campaign (T-PARC) 2008. Results 
from this campaign are summarized below.

Fig. 7. (a) Flight tracks with lidar observations during the A-TReC. Numbers 
indicate the day of the flight in Nov 2003. (b) Difference of 500-hPa geopotential 
height RMS error between an experiment with lidar data and a control run 
without additional observations. Negative values indicate improvement 
compared to the control run. (c) Reduction of mean 500-hPa geopotential height 
errors in an experiment with (red) lidar and (blue) dropsondes compared to the 
control run. Positive values correspond to lower errors than the control run. (d) 
As in (c), except normalized with the mean error of the control run.
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Airborne OSE over the western Pacific. During the 
T-PARC field experiment in 2008, airborne DWLs 
were operated on board the DLR Falcon aircraft and 
a Naval Research Laboratory (NRL) P-3 aircraft. It 
was the first time that airborne DWLs were employed 
for an extended period in the environment of tropi-
cal cyclones (TCs). DWL wind measurements were 
obtained for several TC cases over the western North 
Pacific. After the field experiment, DLR Falcon DWL 
observations in the environment of Typhoon Sinlaku 
were assimilated in the global ECMWF and NRL 
models. In addition, NRL P-3 DWL observations near 
Typhoons Nuri and Hagupit were assimilated using 
the Weather Research and Forecasting Model (WRF).

The DLR Falcon observed over 4000 wind profiles 
below 9–12 km MSL. About 2500 profiles in an 11-
day period covering the life cycle of Typhoon Sinlaku 
were used in an OSE with the ECMWF and NRL 
global NWP models. Overall, the DWL observations 
improved both model forecasts near the observation 
area (Weissmann et al. 2012). On average, a typhoon 
track improvement of 9% in the 12–120-h forecast 
range was obtained with the ECMWF model, with a 
mean 24–120-h forecast error reduction of 2.5%–5.5% 
for the 500- and 1000-hPa geopotential height for two 
verification regions: one area covered the track of 
Sinlaku and a larger one also included the interaction 
of Sinlaku with the midlatitudes. In contrast, the NRL 
experiments did not lead to a significant track im-
provement likely due to the use of synthetic TC bogus 
observations that seemed to limit the influence of 

additional observations near TCs. The mean 24–120-h 
forecast error of 1000- and 500-hPa geopotential 
heights, however, was reduced by 1%–3.5% in the same 
verification areas as with the ECMWF experiments.

Additionally, the DWL observation impact in the 
ECMWF and NRL models was quantified using FSO 
diagnostics (Langland and Baker 2004; Cardinali 
2009), which confirmed the beneficial impact of 
DWL observations (Weissmann et al. 2012). The total 
relative contribution of DWL observations was about 
twice as high in the NRL system as in the ECMWF 
system. This is believed to be due to the fewer number 
of satellite observations assimilated in the NRL system 
at the time. In the Sinlaku environment and for the 
NRL system, DWL data had the fourth-largest mean 
forecast impact per observation, after synthetic TC 
bogus observations, satellite-derived total precipitable 
water, and scatterometer surface wind data (Fig. 8a). 
The impact of DWL measurements in the ECMWF 
system was similar to that of aircraft observations 
but smaller than those of drifting buoys, radiosonde 
and wind profiler observations, atmospheric motion 
vectors, surface stations, and scatterometer surface 
winds (Fig. 8b).

A three-dimensional variational data assimilation 
(3D-Var) WRF system was also used to assimilate 
the NRL P-3 DWL observations obtained during the 
early development of Typhoon Nuri, mainly avail-
able below 2-km height with 50-m vertical and 1-km 
horizontal resolution. The P-3 aircraft track and a 
portion of the path of Nuri in its early development 

Fig. 8. Mean relative contribution (per observation) of various observation types to the reduction in the 24-h 
forecast error norm in an area covering Typhoon Sinlaku and its environment (20°–50°N, 120°–160°W) in an 
experiment with the (a) NRL and (b) ECMWF global models. Scaling is 10–7 and positive values represent error 
reduction. ECMWF results are averaged over all assimilation intervals in the period 11–21 Sep 2008; NRL results 
only over twelve 6-h assimilation intervals with DWL observations in this period. Contribution of drifting buoy 
observations in (b) is 63 × 10–7, which exceeds the scale. Note that the relative magnitude in (a) and (b) should 
be compared, but not the actual values due to the differences between NRL and ECMWF in the number of ob-
servations assimilated, length and number of assimilation intervals, and the “super ob” observation-averaging 
technique used at NRL. See Weissmann et al. (2012) for more details.
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are shown in Fig. 9. Details on the model formulation, 
the 3D-Var analysis, and initialization procedure can 
be found in Skamarock et al. (2005), Barker et al. 
(2004), Pu et al. (2010), and Emmitt et al. (2011a).

At 2000 UTC 16 August 2008, a tropical easterly 
wave (TCS-013) was located northwest of Guam with 
a maximum mean wind of about 12.9 m s–1. During 
the NRL P-3 mission of 16 August, the system was 

declared tropical depression 13W and was 
named Tropical Storm Nuri by 18 August 
2008. The impact of airborne DWL mea-
surements on the prediction of the forma-
tion of Nuri was evaluated by Pu et al. 
(2010). Results show that the DWL wind 
data improved the intensity and track fore-
cast for Nuri compared to the assimilation 
experiment without DWL observations 
(control). The experiment using DWL 
data resulted in a more accurate 12–48-h 
maximum surface wind forecast (Fig. 10a) 
when compared to the control and veri-
fied against the observed surface wind 
(“best track”), as determined by the Joint 
Typhoon Warning Center (JTWC), and 
in a reduction in the northerly bias in the 
24–48-h forecast track of Nuri (Fig. 10b). 
However, the track of Nuri in both the 
DWL and control experiments was signifi-
cantly slower than Nuri’s observed track. 
Compared with the control, assimilation of 
DWL data reduced the error in the 6–48-h 
surface maximum wind forecast, on aver-
age, by 26% and reduced the track forecast 
error by 18%. DWL data also reduced the 
error in both the track and intensity fore-
cast for a second case (Typhoon Hagupit; 
not shown).

The 2008 T-PARC airborne campaign 
was the first time that DWL measurements 
were obtained and assimilated during 
tropical cyclone development. Because 
no satellite data were assimilated in the 
experiments with WRF, the impact of the 
DWL data in these experiments should be 
viewed as tentative, but, given the sparse 
DWL data coverage, very encouraging.

Fig. 10. Impact of actual airborne DWL 
observations on the numerical simulation of 
Typhoon Nuri’s early rapid intensification. 
(a) The maximum surface wind and (b) the 
track from 0000 UTC 17 Aug to 0000 UTC 
19 Aug 2008. Forecasts with (green curves) 
and without (red curves) assimilation of 
DWL wind are compared with the JTWC 
best-track data (black curves). DWL data are 
assimilated for the period 0000–0200 UTC 
17 Aug 2008.

Fig. 9. DWL wind measurements (500 data points collected) 
at 1500 m above MSL selected from 500 wind profiles around 
the early stages of Typhoon Nuri (2008) over the western 
Pacific during 2330 UTC 16 Aug–0200 UTC 17 Aug 2008. NRL 
P-3 aircraft was flying at 3000 m. Track of Nuri for three 6-h 
periods is included.
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Climate change studies. The most comprehensive tool 
available to analyze climatic trends is the reanalysis 
technique (Uppala et al. 2005; Simmons et al. 2010). 
An intercomparison of first-generation reanalyses 
(Kistler et al. 2001) clearly shows that even such 
a basic quantity as zonally averaged, time-mean 
zonal winds are not well constrained by the present 
observing system. In the tropical upper troposphere 
and the lower stratosphere, the difference between 
zonal winds obtained from independent reanalysis 
efforts are of the same order as the characteristic time 
variability of this quantity. This does not necessarily 
imply that the reanalysis technique is inadequate but 
rather points to the fact that additional wind informa-
tion is needed to make reanalyses more consistent. 
Also, more recent reanalysis results show the same 
features. For example, Fig. 11 shows the zonal wind 
difference between the most recent reanalysis from 
ECMWF Re-Analysis (ERA-Interim; see Simmons 
et al. 2010; Dee et al. 2011) and the second-generation 
40-yr ECMWF Re-Analysis (ERA-40; Uppala et al. 
2005) for the overlapping time period 1989–2001. The 
differences are smaller than with Kistler et al. (2001) 
but the same spatial pattern is found. In addition, as 
the differences in the stratosphere are emphasized, 
recent reanalyses have included upper-stratospheric 
layers. We also find differences in the Arctic and 
Antarctic regions that are not so apparent in the 
results from Kistler et al. (2001). The polar area dif-
ferences are smaller than those found in the tropics, 
but they point to the need for wind data in the polar 
atmosphere.

Another aspect of high-latitude wind information 
is the determination of meridional heat transports. 
Graversen et al. (2008) have shown that Arctic warm-
ing trends in the free troposphere can be, to some 
extent, explained by an increase in the northward 
atmospheric heat transport. Graversen et al. (2007) 
also pointed out that the calculation of meridional 
heat transports from reanalysis data is restricted by 
the accuracy of meridional, ageostrophic winds. With 
the present wind data coverage in the Arctic region, 
the zonally averaged, meridional wind component is 
not well constrained. This leads to a spurious mass 
flux in or out of the Arctic region. Through mass con-
tinuity considerations, this mass flux can be adjusted 
(Trenberth 1997) but improved wind observations are 
needed to better define the wind field and to make the 
heat transport calculations more accurate.

Aerosol profiling and pollution transport. Because DWL 
measurements rely on aerosol backscatter returns to 
determine line-of-sight velocities, they provide an 

excellent opportunity to retrieve profiles of aerosol 
backscatter and derived aerosol extinction (Ansmann 
et al. 2007; Flamant et al. 2008). Simultaneous mea-
surements of vertically resolved aerosols and winds 
are critically needed to address a wide range of air 
quality and climate change issues associated with 
long-range pollution transport and aerosol direct 
and indirect effects. The Cloud–Aerosol Lidar with 
Orthogonal Polarization (CALIOP) instrument 
(Winker et al. 2003) on the Cloud–Aerosol Lidar and 
Infrared Pathfinder Satellite Observations (CALIPSO) 
satellite has demonstrated the utility of space-based 
aerosol backscatter measurements in providing long-
term continuous profiling of clouds and aerosols. 
DWL measurements would extend this record of 
height-resolved aerosol backscatter measurements 
and add critical information regarding pollution 
transport.

Global climate models’ predictions of the verti-
cal distribution of aerosols vary widely (Kinne 
et al. 2006) and, consequently, current model-based 
estimates of long-range aerosol transport are highly 
uncertain. Quantifying long-range aerosol transport 
is critical to address outstanding issues at the nexus 
of air quality and climate change, particularly in the 

Fig. 11. The zonally averaged latitude–height cross 
section of zonal mean wind differences (m s–1) between 
ERA-40 and ERA-Interim for the time period 1989–
2001.

553APRIL 2014AMERICAN METEOROLOGICAL SOCIETY |



Arctic. During Northern Hemisphere late winter and 
early spring, pollution from Europe, Asia, and North 
America are transported into the Arctic Basin (Shaw 
1995). Because of strong temperature inversions, this 
pollution accumulates in the Arctic boundary layer, 
leading to “Arctic haze” (Mitchell 1956). Black carbon 
is a minor but important component of the Arctic 
haze (Quinn et al. 2007) and contributes to Arctic 
warming through direct absorption of solar radiation 
and can change the surface albedo when it is depos-
ited on the snow and ice (Hansen and Nazarenko 
2004). Uncertainties in meridional transport of black 
carbon into the Arctic are even larger than meridi-
onal heat transport due to poor constraints on both 
wind and aerosols.

TECHNOLOGY USED IN DWL. For over 40 
years (Siegman 1966; Huffaker et al. 1970, Benedetti-
Michelangeli et al. 1972) ground- and aircraft-based 
wind lidars have been in development to study atmo-
spheric dynamics, to provide context for pollution 
transport, and to address uncertainties in the model 
wind fields. Through recent technology advances that 
include improved structural materials, higher laser 
efficiency and output power, and more robust optical 
coatings, the field of Doppler lidar progressed steadily 
from the fundamental technology demonstrations of 
the 1970s and has reached a maturity level needed to 
make the required wind measurements from space. 
Please refer to the supplemental material (http://
dx.doi.org/10.1175/BAMS-D-12-00164.2) and refer-
ences listed therein for additional background on 
wind lidar and the recent studies that have been done 
on the various types of DWL technologies that are 
considered for the space-based missions described 
in the following subsections.

Review of DWL systems. Evolution of lidar technol-
ogy for space-based measurements has focused on 
Doppler lidar systems compatible with two primary 
receiver implementations: coherent detection and 
direct detection. Early Doppler lidars incorporated 
coherent detection in the thermal infrared to measure 
winds based on aerosol backscatter. However, more 
recent advancements in direct detection technology, 
which has the advantage of being able to measure 
winds from atmospheric molecules as well as aerosols, 
have indicated the feasibility of this technique for 
space. Coherent and direct detection are briefly dis-
cussed below; additional information about the dif-
ferent types of DWL systems may be found in Werner 
(2004), Henderson et al. (2005), and Reitebuch 
(2012b). A detailed discussion on the physics of 

measuring atmospheric wind speed with Doppler 
lidar is provided in the supplemental material.

CD lidars. Coherent detection (CD) lidars use 
heterodyne detection to estimate the frequency shift 
between the outgoing and backscattered laser pulses. 
In these systems, a highly stable but low power local 
oscillator (LO) laser is first used to seed the outgoing 
laser pulse. The LO is then optically interfered with 
the aerosol-backscattered, Doppler-shifted return 
pulse to produce a temporal beat frequency on the 
face of the detector. This temporal interference 
requires that the LO have a long temporal coherence 
length, so that it does not change frequency during 
the round-trip time of the emitted and atmospheric-
backscattered pulse, and that the wavefront of the re-
turn light match that of the LO. The center frequency 
of the remaining signal corresponds to the positive or 
negative Doppler shift. CD systems can provide better 
than 1 m s–1 precision on the wind speed estimate in 
high-aerosol loading conditions or clouds.

Multiple references provide additional informa-
tion on coherent detection systems (Kavaya et al. 
1989, 2014; Henderson et al. 1991; Wagener et al. 1995; 
among others) and their use in atmospheric bound-
ary layer studies (Post and Cupp 1990; Huffaker and 
Hardesty 1996; Rothermel et al. 1998; Grund et al. 
2001; Banta et al. 2002; Koch et al. 2010; Tucker 
et al. 2009; Bluestein et al. 2011; de Wekker et al. 
2012), wind turbine studies (Käsler et al. 2010), and 
hazard detection and avoidance at airports (Hannon 
et al. 2005). Coherent airborne DWLs have also been 
used to explore the potential impact of future space-
based lidars and to develop the necessary advanced 
signal processing and data interpretation algorithms 
(Emmitt et al. 2010).

DD lidars. In direct detection–spatial interference 
receivers, a spatial copy of the illumination under 
spectral investigation is interfered with itself and the 
frequency estimation is performed on both the out-
going pulse and the atmospheric return. Because the 
illumination intensity and/or frequency are directly 
measured without the need for a local oscillator, these 
systems are referred to as “direct detection” wind 
lidars. In the direct detection case, the interferometer 
must remain stable over the round-trip return time. 
Direct detection (DD) systems include Fabry–Perot 
etalons used in single-edge (Gentry and Korb 1994), 
double-edge (Korb et al. 1998; Gentry et al. 2000; 
ESA 2008; Reitebuch et al. 2009; Dong et al. 2010), 
or multichannel/fringe-imaging [charge-coupled 
device (CCD)] configurations (McGill et al. 1997a,b); 
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fringe-imaging Fizeau (Schillinger et al. 2003; ESA 
2008; Reitebuch et al. 2009) and fringe-imaging 
Michelson (Cézard et al. 2009) interferometers; and 
Mach–Zehnder interferometers (Liu and Kobayashi 
1996; Bruneau 2001; Bruneau and Pelon 2003), 
including the optical autocovariance receiver, a modi-
fied Mach–Zehnder interferometer (Schwiesow and 
Mayor 1995; Grund and Tucker 2011). Each of these 
systems can be designed to estimate frequency with 
narrowband (i.e., aerosol scattered) light or with the 
wings of the spectrally broadened molecular return or 
both. The 355-nm double-edge technique discussed 
in the 2007 NRC decadal survey typically has lower 
precision (~2–4 m s–1) in the molecular scatter velocity 
estimates, but it is able to make measurements where 
aerosol loading is very low. Three different approaches 
for DD wind measurement are discussed below.

Double-edge detection FP. Edge detection systems typi-
cally make use of Fabry–Perot (FP) etalon interferom-
eters to estimate the spectral peak of lidar illumina-
tion. FP etalon cavities are designed to transmit light 
at specific frequencies determined by the spacing of 
two glass plates (or thickness of a single glass plate), 
the index of refraction of the medium between the 
plates, the angle of incidence, and the ref lectivity 
of the optical coatings. For a molecular backscatter 
double-edge system, two FPs are typically used (i.e., 
separate etalons, or different spacings on sections of 
the same etalon). The transmission of each etalon 
is centered on either side or “edge” of the roughly 
600 m s–1-wide molecular backscattered spectrum. 
The transmission of the atmospheric return through 
both etalons is detected and compared: an imbalance 
between the detected signal intensities indicates a 
positive or negative Doppler shift in the return.

The first molecular “double edge” DWL system 
was demonstrated by Chanin et al. (1989) and Garnier 
and Chanin (1992). A double-edge receiver was 
later built at the Goddard Space Flight Center and 
installed into the NASA Goddard Lidar Observatory 
for Wind (GLOW; Gentry et al. 2000) mobile Doppler 
lidar, which continues to make ground-based wind 
measurements (Vermeesch et al. 2011). The NASA 
Tropospheric Wind Lidar Technology Experiment 
(TWiLITE) instrument, also developed at Goddard, 
uses a double-edge molecular receiver, operating at 
the 355-nm wavelength. The TWiLiTE system has 
been developed for operation aboard NASA’s high-
altitude ER-2 aircraft as part of a path toward a space-
based system. A double-edge FP system comprises 
the molecular channel of the European Space Agency 
(ESA)’s Atmospheric Dynamics Mission Aeolus 

(ADM-Aeolus) instrument (ESA 2008; Reitebuch 
et al. 2009).

Fringe-imaging systems. In a fringe-imaging configu-
ration, Fabry–Perot etalons may also be used for 
frequency estimation (McKay 1998). A slightly diver-
gent beam of light incident on a plane-parallel Fabry–
Perot produces a circular ring pattern of interference 
fringes. When properly illuminated, these fringes of 
equal inclination produce a spatial scan of the spec-
trum of the incoming light where the wavelength is 
proportional to the radial distance from the center of 
the ring pattern. The ring pattern may then be im-
aged on a CCD or focal plane array or modified via 
special optical components to produce either lines or 
rings (Hays 1990; Dehring et al. 2005; Irgang et al. 
2002) or points (McGill et al. 1997c). The difference 
between the outgoing pulse fringe pattern and the 
atmospheric return pattern relates to the Doppler 
shift/wind measurement. A similar fringe-imaging 
design using a Mach–Zehnder interferometer has 
also been investigated (Bruneau 2002). A fringe-
imaging Fizeau interferometer system (Schillinger 
et al. 2003; Reitebuch et al. 2009) is currently being 
integrated into the aerosol channel of the European 
ADM-Aeolus mission instrument.

Optical autocovariance. In recent years, Ball Aero-
space and Technologies Corporation has developed 
another type of wind lidar receiver using optical 
autocovariance techniques (Schwiesow and Mayor 
1995). The resulting Optical Autocovariance Wind 
Lidar (OAWL) is a modified Mach–Zehnder inter-
ferometer (Liu and Kobayashi 1996) that uses cat’s 
eye mirrors to increase the interferometer’s field of 
view (Grund and Tucker 2011). The OAWL estimates 
line-of-sight wind speeds by measuring the Doppler 
shifts in atmospheric aerosol returns at the 355- and/
or 532-nm wavelengths. The OAWL design may be 
shifted to operate at any wavelength (Grund et al. 
2009), or paired with a molecular return channel 
(i.e., double-edge Fabry–Perot) system operating 
at 355 nm. The resulting full direct detection sys-
tem would require only one 355-nm laser to make 
measurements from both the molecular and aerosol 
returns in the atmosphere.

Technical readiness and advancements in space-based 
lidar. Underlying the different design concepts dis-
cussed in the following subsections, the level of tech-
nical readiness remains one of the most important 
factors in preparing a wind lidar mission for space. 
One of the greatest challenges for space-based lidar 
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is building and space qualifying the pulsed laser 
capable of providing the power, stability, and lifetime 
required. Specific requirements on the laser including 
wavelength, power, pulse bandwidth, pulse repetition 
frequency, and frequency stability depend on the type 
of system and are driven by performance guidance, an 
example of which is given in Table ES1 (http://dx.doi 
.org/10.1175/BAMS-D-12-00164.2). 

All DWL systems require a single-longitudinal-
mode (single wavelength) laser and all must address 
challenges in laser lifetime, prevention of laser optical 
damage, and laser electrical efficiency. Significant 
effort has been made internationally to space readi-
ness for high-power lasers at the Nd:YAG crystal 
wavelengths of 1 mm doubled to 532 nm and tripled 
to 355 nm. These wavelengths apply not only to wind 
lidar but also to systems such as the laser on NASA’s 
Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) 
mission (Sawruk et al. 2013). Likewise, systems using 
these wavelengths benefit from the experience in 
laser qualification and laser lifetime gained from the 
CALIOP system on the CALIPSO payload (Weimer 
et al. 2004; Hovis 2006; Hunt et al. 2009), which, as 
of this writing, has been operating continuously for 
over 7 years.

Significant investment has also been made in 
developing high-power 2-µm wavelength coher-
ent detection systems. Since the mid-1990s NASA’s 
Langley Research Center (LaRC) has worked toward 
development of a space-based coherent detection 
lidar, including a 2-µm detector development and a 
laser development program that has produced a laser 
with greater than 1-J pulse energies at 10 Hz (Kavaya 
et al. 2014).

In addition to laser qualification for space, several 
figures of merit are very important for space missions: 
reliability, electrical efficiency, cooling requirements, 
mass, and electrical power needs. NASA tracks 
the development of technology for space missions 
using technical readiness levels (TRLs; Mankins 
1995), which help to focus risk reduction efforts for 
future missions. As part of the development of DWL 
systems for space, airborne demonstrations help to 
increase a system’s TRL by demonstrating operation 
from a high-altitude platform. The Doppler Aerosol 
Wind Lidar (DAWN; Braun et al. 2013; Kavaya et al. 
2014), TWiLiTE (Gentry et al. 2011), OAWL (Tucker 
et al. 2012), and ADM-Aeolus airborne demonstrator 
(Paffrath et al. 2009; Reitebuch et al. 2009) systems 
have all flown in aircraft, helping to raise the TRLs 
of the various technologies. These airborne systems 
may also provide ground- or aircraft-based validation 
data after a DWL system has been launched.

Profiling wind through the troposphere and lower strato-
sphere: Full DD and hybrid system concepts. The lidar 
technologies discussed in the previous section take 
advantage of laser light backscattered from molecules 
present throughout the atmospheric column or from 
aerosols, which are present mainly in the lower tro-
posphere or as thin cirrus at higher altitudes. Some 
systems operating at high (i.e., ultraviolet) frequencies 
can take advantage of both aerosol and molecular 
lidar return. Recent design concepts for space-based 
wind lidars employ separate receivers to measure 
Doppler shifts from the aerosols and molecules. In the 
full direct detection systems, the aerosol and molecu-
lar receivers share the same laser and telescope. In the 
so-called hybrid systems, the two receivers operate 
at two different laser frequencies but share the same 
telescope(s). The following subsections describe some 
recently studied or implemented instrument concepts 
for measuring atmospheric winds: the ADM-Aeolus 
system (ESA 2008; LeRille et al. 2012; Reitebuch 
2012a), the hybrid system for the U.S. GWOS, and 
systems for a Winds from the International Space 
Station for Climate Research (WISSCR) mission.

The ESA ADM-Aeolus single-wavelength full direct 
detection system. The first spaceborne demonstration 
of DWL technology will be provided by the ESA’s 
ADM-Aeolus (Stoffelen et al. 2005). ADM-Aeolus 
features a single 355-nm laser transmitter and two 
direct detection systems: a double-edge FP etalon 
for the molecular return and a fringe-imaging Fizeau 
spectrometer for the aerosol returns (Endemann 
2006; LeRille et al. 2012). Subsequent to the 2005 
report, several technical modifications have been 
made to the Aeolus instrument, the most important 
being changing from burst to continuous operations. 
The instrument development and expected science 
capabilities are well documented and highlighted 
in a special issue of Tellus A (2007, Vol. 60, No. 2). 
Likewise, ESA (2008) discusses the mission objec-
tives, scientific impact studies, and technology, and 
LeRille et al. (2012) and Reitebuch (2012a) provide 
the most recent status of ADM-Aeolus.

ADM-Aeolus presently has a planned launch date 
in 2015 and the expected mission lifetime is 3 years. 
Line-of-sight (LOS) wind profiles from ADM-Aeolus 
are expected to give a significant positive impact on 
NWP analysis quality—in particular, in the tropics 
at upper levels, where only a limited amount of 
high-quality wind data is available in the current 
observing system. Several studies have demonstrated 
the potential impact of the ADM-Aeolus instru-
ment on NWP forecast quality. Cress and Wergen 
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(2001) demonstrated the significant impact from 
withholding existing wind profile information over 
the North American continent on European forecast 
quality. Žagar et al. (2004) emphasized the potential 
impact in the tropics and showed how single line-
of-sight wind measurements and mass information 
can complement each other. As ADM-Aeolus will 
only measure a single-component wind profile, the 
full wind information can only be retrieved in a 
data assimilation system where other observational 
information is used to complement the ADM-Aeolus 
winds. Tan et al. (2007) demonstrated the impact of 
ADM-Aeolus-type wind information on ensemble 
assimilation systems, while Marseille et al. (2007) 
and Stoffelen et al. (2006) discussed the ADM-Aeolus 
impact on OSSE type of experiments. All these studies 
show that ADM-Aeolus will have a significant impact 
on NWP quality if the wind observations fulfill the 
accuracy requirements. Recent experiments confirm 
that these impact results also hold for the continuous-
mode instrument. Furthermore, the ADM-Aeolus 
instrument can also give information on aerosol 
concentrations in the atmosphere as discussed by 
Ansmann et al. (2007) and Flamant et al. (2008).

Studies have been conducted to develop user 
requirements for an Aeolus follow-on mission. From 
these studies in the extratropics, wind component 
profile coverage appears adequate in lieu of obtaining 
two independent measurement perspectives, while in 
the tropics both zonal and meridional 
wind profiles are important. A com-
plement of a side- and back-looking 
Aeolus-type instrument would fulfill 
the stated requirements (Stoffelen et 
al. 2008). If ADM-Aeolus success-
fully demonstrates the feasibility and 
utility of space-based Doppler wind 
lidars, then the period 2016–18 may 
be unique among the atmospheric 
data records in providing global wind 
data coverage and therefore better at-
mospheric analysis accuracy. Follow-
on missions have been considered but 
future planning awaits the success-
ful demonstration of ADM-Aeolus 
wind-measuring capabilities. In this 
respect, ESA’s ADM-Aeolus is lead-
ing in demonstrating that a DWL 
can fulfill user requirements on 
wind profiling and is expected to 
deliver a well-characterized satellite 
instrument concept that could be the 
baseline for follow-on missions.

The NASA GWOS hybrid concept. The GWOS, a 
mission concept proposed to the NRC decadal survey 
(NRC 2007), was designed for a winds demonstration 
mission from a free-flyer satellite in LEO orbit. In ad-
dition to component technology advances, important 
differences from the system concept discussed in Baker 
et al. (1995) were inclusion of both direct and coherent 
detection lidar subsystems in a hybrid configuration, 
and an improved methodology for achieving multiple 
look angles through telescopes that are shared between 
the two lidar subsystems. The hybrid concept includes 
a coherent detection system at the 2-µm wavelength 
for aerosol return and a double-edge direct detection 
at the 355-nm wavelength for molecular return. In 
the GWOS design, scanning is achieved by switch-
ing between four fixed conventional telescopes, thus 
reducing technology risk, angular momentum tran-
sients, and power that would be required for scanning 
a full telescope. Marx et al. (2010) at NASA GSFC have 
recently completed the build and test of a prototype 
for the GWOS four-look telescope system. Figure 12 
shows the geometry for the GWOS mission concept as 
an example for an orbiting spacecraft with a DWL; a 
detailed explanation may be found in the supplemen-
tal material, and Fig. 13 illustrates the nominal 24-h 
GWOS data coverage from sun-synchronous orbit.

The WISSCR concepts. In late 2010/early 2011, an 
Instrument Design Laboratory (IDL)/Mission Design 

Fig. 12. The orbital geometry for the GWOS mission concept. Points 
A–D are defined as follows: A is the first forward +45°-azimuth laser 
shot fired into the atmospheric sample volume; B is the backscat-
tered light from the first shot received from Earth’s surface and the 
conclusion of the atmospheric return from the first shot; C is the 
second forward +45°-azimuth laser shot fired; and D is the first aft 
+135°-azimuth laser shot fired into the same atmospheric sample 
volume about 81 s after position A. Not drawn to scale.
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Laboratory (MDL) study was conducted at GSFC to 
determine the feasibility of using the International 
Space Station for a DWL mission referred to as the 
WISSCR concept (Emmitt et al. 2011b). This study 
and a subsequent WISSCR-like study conducted in 
2012 to investigate the feasibility of deploying OAWL 
on the International Space Station (ISS) are described 
in the supplemental material.

Comparison of three DWL space-based approaches. 
Table 1 compares some attributes of the ADM-
Aeolus system concept with the GWOS and WISSCR 
concepts. As a demonstration mission, ADM-Aeolus 
has a single-perspective view of the target volume 

and only measures winds along a single line-of-sight 
from the satellite, whereas GWOS and WISSCR 
would provide two perspectives into the measurement 
volume. Horizontal resolution in the table refers to 
along-track spacing between observations. ADM-
Aeolus and WISSCR make measurements along a 
single track, whereas GWOS makes measurements 
along two tracks, one on each side of the orbital 
track. Because ADM-Aeolus will be deployed in sun-
synchronous orbit, important science questions can be 
addressed for both the tropics and the polar regions.

CONCLUDING REMARKS. In recent years, 
our understanding of the important role that a 

space-based DWL would 
have in the global observ-
ing system has reached 
the point where we are 
confident major advanc-
es would result in both 
NWP applicat ions and 
climate change research. 
ESA’s ADM-Aeolus DWL, 
with its single line-of-sight 
wind measurements, now 
scheduled for launch in 
2015, wi l l be a signif i-
cant step forward. The 
t wo-perspec t ive  DW L 
concepts currently being 
investigated will build on 
the initia l ESA deploy-
ment. Opportunities such 
as NASA’s Earth Venture 
class of missions in the 
E a r t h  Sy s tem Sc ience 
Pathfinder program (see 

Fig. 13. The 24-h measurement coverage for GWOS, along with the locations 
of radiosondes collected during a 24-h period. There are two parallel data 
tracks for GWOS, provided by its four fixed telescopes, with a pair of fore 
and aft telescopes viewing the atmospheric measurement volume on each 
side of the spacecraft. Data coverage would be the same for ADM, but with a 
single data track and a single perspective. Similarly for WIISCR, there would 
be one data track (with both fore and aft perspectives) but within ±54° of 
latitude, given the 51.6° ISS orbit.

Table 1. Comparison of some key attributes for ADM-Aeolus, GWOS, and WISSCR.

Attribute ADM-Aeolus GWOS WISSCR

Orbit altitude (km) 400 400 350–400

Orbit inclination 98° sun-synchronous 98° sun-synchronous 51.6°

Number of LOS 1 4 2

Profiles per orbit ~460 single-component 
profiles

~229 horizontal vectors ~110 vectors (low resolution)

~880 vectors (high resolution)

Horizontal resolution ~100 km between single-
component profiles on one 

side of ground track

350 km with full profile on 
both sides of ground track

Variable (~30–350 km) with full 
profiles on one side of ground 

track

Vertical resolution (km) PBL: 0.25–0.5

Troposphere: 1

Stratosphere: 2

PBL: 0.25–0.5

Troposphere: 1–2

Stratosphere: 2

PBL: 0.25–0.5

Troposphere: 1–2

Stratosphere: 2
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/earth-system-science-pathf inder/) are being 
pursued with the goal of deploying a U.S. space-
based DWL as soon as possible.
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