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Abstract: We report new methods for retrieving atmospheric constituents 
from symmetrically-measured lidar-sounding absorption spectra. The 
forward model accounts for laser line-center frequency noise and broadened 
line-shape, and is essentially linearized by linking estimated optical-depths 
to the mixing ratios. Errors from the spectral distortion and laser frequency 
drift are substantially reduced by averaging optical-depths at each pair of 
symmetric wavelength channels. Retrieval errors from measurement noise 
and model bias are analyzed parametrically and numerically for multiple 
atmospheric layers, to provide deeper insight. Errors from surface height 
and reflectance variations are reduced to tolerable levels by “averaging 
before log” with pulse-by-pulse ranging knowledge incorporated. 
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1. Introduction 

Future airborne and space missions call for unprecedented high precision for global 
measurement of atmospheric constituents and parameters [1, 2]. For example, the Active 
Sensing of CO2 Emissions over Nights, Days, and Seasons (ASCENDS) mission [1] has been 
planned by NASA to measure the global distribution of carbon dioxide (CO2) mixing ratios 
(~400 ppm in average) to ~1 ppm precision. To meet such stringent requirements, nadir-
viewing, direct-detection, and pulsed integrated-path differential-absorption (IPDA) lidar 
techniques are being developed to measure the two-way optical absorption of the target 
species from the spacecraft to the surface and back at multiple wavelength channels [3, 4]. 
From the absorption and altimetry measurements and other ancillary data of the atmosphere, 
the dry mixing ratios of the target species can be retrieved [5–7]. The errors of the retrieved 
mixing ratios essentially arise from the random measurement noise, the forward model bias, 
and errors in the forward model parameters. 

Throughout this paper, a candidate ASCENDS lidar approach [4] being developed at 
NASA Goddard will be used as a concrete example. This IPDA lidar approach allows 
simultaneous measurement of CO2 and surface height in the same path [4, 6]. As shown in 
Fig. 1, a pulsed laser is wavelength-stepped across a single CO2 line at 1572.335 nm to 
measure the optical depths (ODs) at 4 pairs of symmetric laser frequency channels [8]. The 
laser frequency fluctuation causes a variation in measured CO2 transmittance, resulting in an 
uncertainty in the target mixing ratio retrieval. To reduce this uncertainty, laser pulses at each 
fixed wavelength are carved from a frequency stabilized continuous-wave (CW) laser [8, 9]. 
The ~1-μs pulses need to be at least ~100 μs apart to eliminate crosstalk from cloud 
scattering. This approach has also been adopted to scan an O2 absorption line doublet for an 
atmospheric pressure measurement [10], and to measure atmospheric methane concentrations 
[11]. 
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Fig. 1. The laser transmitter provides the wavelength-stepped pulse train (left) to repeatedly 
measure at 4 pairs of symmetric channels across the CO2 absorption line (right). 

Comprehensive analyses of IPDA measurement errors and errors of column-averaged 
retrieval from differential absorption optical depth (DAOD) measured at two (on/offline) 
wavelength channels have been published [3–7, 12–15]. Nevertheless, the unprecedented 
precision targets call for more vigorous modeling and error reduction methods, and closer 
scrutiny of previously neglected error sources. We have recently reported new methods to 
quantify and reduce errors for DAOD measurement arising from the laser frequency noise, 
broadened laser line-shape, statistical bias in “log after averaging”, surface height and 
reflectance variations [16]. The present paper generalizes the formulation from our previous 
publication [16] and uses established inversion methods [17] to address multiple-layer 
retrievals from the absorption spectra measured at multiple pairs of symmetric wavelength 
channels. Our forward model is essentially linearized by linking the estimated ODs rather 
than the transmittance values to the mixing ratios. This allows us to link both the relative 
random error (RRE) and the relative systematic error (RSE) of the retrieved mixing ratios, 
arising from the measurement noise and model bias, respectively, to characteristic parameters 
to provide deeper insight into system optimization and limitation. We show that errors from 
the laser frequency drift and spectral distortion (due to, e.g., etalon fringes and surface 
reflectance variations) can be substantially reduced by placing the laser frequency channels 
symmetrically about the center of the target absorption line profile and averaging the two ODs 
measured at each pair of symmetric channels to cancel out errors. Our model includes laser 
line-shape factor and thus remains accurate even when the laser line-shape is broadened for 
the suppression of the stimulated Brillouin scattering (SBS) in the laser amplifiers. Retrieval 
errors from imperfect forward model parameters (including spectroscopic parameters, surface 
pressure, atmospheric temperature profile, and the water vapor profile) have been thoroughly 
studied [5, 7, 12, 13, 18–21] and is outside the scope of this paper. Owing to the continuing 
advances in the absorption line-shape modeling studies [20, 21], the retrieval errors from the 
inaccuracy of the absorption line-shape modeling are diminishing. 

Our forward model is presented in section 2. The retrieval and error analysis methods are 
derived in section 3. A numerical example of the parametric error analysis is presented in 
section 4. More considerations for the observing systems are discussed in section 5. Some 
supporting details are provided in the Appendices. Throughout this paper, matrices are 
denoted by bold face upper case, e.g., K, column vectors by bold face lower case, e.g. b, the 
transpose by superscript T, e.g., KT. 'K  represents an estimate of ,K  and det( )K  the 

determinant of K . Cov( , )x y  represents the covariance of x  and y . 2 ( )xσ  (or Var( )x ) 

represents the variance, ( )xσ  the standard deviation, x  the ensemble average of x . 

2. Forward model 

2.1 Dependence of optical depth on mixing ratios 

Using ancillary data of atmospheric temperature profile, water vapor mixing ratio 
2H Oq  and 

surface pressure, the atmospheric pressure ( )p r  at range r from the spacecraft can be 
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determined for each vertical column of the atmosphere. p decreases monotonically with height 
and is conveniently used as the vertical coordinate in this paper. The laser frequency noise 
contributes to measurement errors through two complimentary factors, the energy spectral 
density (ESD) ( )FL ν  of each single laser pulse (as a function of the Fourier frequency Fν ), 

and the fluctuation of the line-center frequency cν of ( ).FL ν  The present model uses the 

effective two-way OD ( , 2 )c rτ ν  of the target species [16] to include the line-shape factor, and 

thus remains accurate even when the laser line-shape is broadened. ( , 2 )c rτ ν  can be related to 

the dry mixing ratio ( )gasq p  and the two-way effective weighting function ( , )cw pν  of the 

target species as 
( )

0
( , 2 ) ( ) ( , )

p r

c gas cr q p w p dpτ ν ν=   (see Appendix A for details). This 

relationship becomes linear and much simpler when ( )FL ν  is much narrower than the 

spectral width of the target absorption line. In such narrow line-width case, ( , 2 )c rτ ν  

becomes twice the one-way monochromatic OD 0 ( , ( ))F p rτ ν and ( , )cw pν  twice the one-way 

monochromatic weighting function 0 ( , )Fw pν . 0 ( , )F pτ ν  and 0 ( , )Fw pν  are given by 

 

2 2

0 0 00 0

0 0
0

( , ) ( , ) ( )( / ) ( ) ( , ) ,

( , ) ( , )1 1
( , ) .

( ) 1 /

p p

F F gas gas F

F F
F

gas dryair H O H O dryair

p p N p dr dp dp q p w p dp

d p p
w p

q p dp m g q m m

τ ν σ ν ν

τ ν σ νν

= =

≡ =
+

 
 (1) 

Here 0 ( , )F pσ ν  is the monochromatic absorption cross-section of the target molecules, 
2H Om  

and dryairm  denote the average masses of one H2O and one dry air molecule, g is the 

gravitational acceleration of the Earth, ( )gasN p  the number density of the target molecules. 

Such narrow line-width case is assumed for numerical examples throughout this paper. 
We now divide the atmospheric column into nq layers and approximate ( )gasq p  by a state 

vector 1 2[ , ,..., ]
q

T
nq q q=q . jq  is a channel independent mixing ratio used to approximate the 

layer-averaged mixing ratio 
1 1

( ) ( ) ( , ) / ( , )
j j

j j

p p

j c c cp p
q q p w p dp w p dpν ν ν− −≡    for layer j (j = 1, 

2, …, nq). Here layer 1 is at the bottom of atmosphere, pj is the pressure at the top boundary of 
layer j, and 0 ( )p p r= . This approximation is valid when ( )gasq p  or ( , )cw pν (for all 

channels) are sufficiently uniform within layer j. ( , 2 )c rτ ν  can then be simplified to 

 
1

1
( , 2 ) ( , ) .

jq

j

pn

c j cj p
r q w p dpτ ν ν−

=
≅   (2) 

Without other prior constraint, the number of retrievable jq  and other unknowns is at most 

equal to the number of independent measurement channels. 

2.2 Forward model for uncombined wavelength channels 

Throughout this paper, we assume m symmetric pairs of frequency channels and use 
superscript (or subscript) i to index such channels at mean laser line-center frequencies 

i
i cν ν≡  (i = 1, 2, …, 2m). 0i iν ν νΔ ≡ −  is the frequency offset about the absorption line 

center 0ν . As illustrated in Fig. 1, each pair ( , 2 1 )i m i+ −  is placed symmetrically about 0ν  

(i.e., 2 1i m iν ν + −Δ = −Δ ). We will establish the forward model for these uncombined channels 

in this subsection, and then combine each pair of channels ( , 2 1 )i m i+ −  into a 
symmetrically-combined channel i in the next subsection. The forward model for 
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symmetrically-combined channels can be easily derived from the fundamental forward model 
for uncombined channels. The forward model for uncombined channels is adapted from our 
previous DAOD modeling work [16], and thus will be discussed only briefly herein. As to be 
seen in the next section, the retrieval requires knowledge of both the variance and cross-
channel covariance of the OD measurements. The former has been quantified in [16] but the 
latter has not been well addressed previously. In this subsection, we further quantify the cross-
channel covariance of the OD measurements. 

Including other attenuation factors [22], the detected laser pulse energy i
sW  backscattered 

from the surface is given by 

 exp ( , 2 ) ,i i i i i
s s s c sW E A rτ ν = −   (3) 

where i
sr  is the range from the spacecraft to laser beam spot on the actual surface, i

sE  the 

transmitted laser pulse energy, 2 2/ ( )i i
s atm sA T D rρ≡  the lump sum of attenuation factors 

excluding exp[ ( , 2 )],i i
c srτ ν−  D  an instrument parameter, ρ the surface reflectance (in sr−1), 

and Tatm the one-way transmittance of the atmosphere excluding the target species. To cover 
both linear and photon counting receivers, the analog detector signal and noise are gain 
normalized and expressed in detected photon count K. For any type of radiation (including 
thermal light), the ensemble average and the variance of K and the optical energy W entering 
the detector area are related by [23, 24] 

 ,K Wα=  (4) 

 2 2 2( ) ( ).eK F K Wσ α σ= +  (5) 

Here / ( )chα η ν≡  is proportional to the detector quantum efficiency η, and h is the Planck 
constant. Note that only the shot noise contribution is multiplied by the detector’s excess 
noise factor .eF  

Let i
Gr  denote a certain mean of ( )i

sr k  averaged across multiple laser pulses (k = 1, 2, …, 

np) in channel i. ( ), 2 i
i Grτ ν  can be estimated from the following sum of normalized photon 

counts (SNK) i
NKS  accumulated across the np pulses 

 
1

( ( ))

1 ( )

( ) / [ ( ) ( )],

( ) exp[ ( , ) ].

p

i
s

i
G

ni i i i
NK s s zk

p r ki
z ip r

S K' k E' k A k

A k q w p dp

α

ν

=
≡

≡ −




 (6) 

Here ( )i
sK' k  is the received laser signal photon count for pulse k, ( )i

sE' k  the transmitted laser 

pulse energy, and ( )i
zA k  accounts for the OD difference ( , 2 ( )) ( , 2 )i i

i s i Gr k rτ ν τ ν− . Errors due 
to surface height variation can be reduced to negligible levels by incorporating pulse-by-pulse 

ranging knowledge ( )i
sr k through ( )i

zA k . The exact relationship between i
NKS  and ( ), 2 i

i Grτ ν  

is found to be 
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where 1
i i

c iνδ ν ν≡ −  is the fluctuation of the line-center frequency and ( ), 2 .i
i c Grτ τ ν≡  The 

term ln(1 )ib+  is negligible in practice. 

Our forward model is derived from Eq. (7) as follows. ( )ln i
NKS−  is estimated by 

( )ln i OD
NK iS C− +  where a bias correction factor OD

iC  (given by Eq. (30) in Appendix B) is 

added to improve the estimation accuracy. OD
iC  becomes negligible when the integrated 

photon count is sufficiently high. ( ), 2 i
i Grτ ν  is related to the mixing ratios through Eq. (2). 

The offset ln( )i
AS−  can be modeled by a polynomial ( )2

0 1 2 ...i ic c cν ν+ Δ + Δ + , where 

0 1 2, , ,c c c  and so on, are unknown constants. This offset has little dependence on the 

frequency channels and thus can be nearly approximated by 0.c  The odd terms 

( ( )3

1 3,i ic cν νΔ Δ , and so on) are canceled out by averaging each pair of symmetric channels, 

and thus excluded from our model. For ease of analysis, we only keep the quadratic term 

( )2

2 ic νΔ  to model any uncorrected spectral response of the lidar (due to, e.g., etalon fringes). 

We then arrive at the following forward model for channel i 

 
( ) ( )

1

2

, 0 21

,

ln [ ] ,

[ ] ( , ) ,

q

j

j

nOD i OD OD OD
i NK i q i j j i ij

pOD
q i j ip

y S C q c c

w p dp

ν ε

ν−

=
≡ − + = + + Δ +

≡





F

F
 (8) 

where 0 ( )i
Gp p r= , and OD

iε  represents a measurement error of .OD
iy  OD

iy  is an accurate 

estimator of the OD ( ), 2 i
i Grτ ν  plus an offset ln( )i

AS− . The forward model is essentially 

linearized by linking OD
iy  rather than a transmittance estimator (e.g., /i

NK pS n ) to the mixing 

ratios. This allows fast retrieval computation and parametric analysis of the retrieval errors 
presented in the next section. 

We now turn to derive the covariance and variance of OD
iy  as needed for the retrieval. The 

covariance Cov( , )OD OD
i jy y ( )i j≠  is nonzero due to a cross-channel correlation of the 

effective laser line-center frequency noise defined by 

 ( )1
1

1

1
( ) ( ) ( 1) .

( )

p

p

n
i i i
n s pn i

ksk

t A i t k t
A k

ν νδ δ
=

=

 ≡ + − 


 (9) 

For each channel, the laser pulses are assumed to have the same pulse shape and pulse 
duration tΔ , and a period of tp. Considering a master-slave laser frequency locking scheme 

[8, 9], 1
i

νδ  of the slave laser can be approximately divided into two components 

1( ) ( ) ( )i i
slow fastt t tν ν νδ δ δ= +  [16]. The fast frequency noise component ( )i

fast tνδ  can be treated as 

uncorrelated among different pulses and uncorrelated to the slow frequency noise component 
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( ).slow tνδ  ( )slow tνδ  arises solely from the master laser frequency drift, and thus is the same for 
all channels. It has been demonstrated that the slow drift of the frequency difference between 
the slave and master lasers can be eliminated [8, 9] and thus is neglected here. The correlation 
of i

nνδ  arises solely from ( )slow tνδ  that essentially remains unchanged within each wavelength 

sweep, but varies slowly over longer time scales. From Eq. (9), i
nνδ  can be split into 

i i i
n nslow nfastν ν νδ δ δ= + , where i

nslowνδ  and i
nfastνδ  arise from slowνδ  and i

fastνδ , respectively. Using 

2( ) ( ) ( ) ( ) ( )i j i j
s s s sK' k K' k' W' k W' k' i jα= ≠  [23] and ln( ) ln( ) ( ) /x x x x x− ≅ − , Cov( , )OD OD

i jy y  

is found to be 

 

( ) ( ) ( )

( )2

Cov( , ) Cov ln , ln Cov ,

.

i j

i j

jOD OD i j i ji
i j NK NK nslow nslow

c c

ji
slow

c c

dd
y y S S

d d

dd

d d

ν ν
ν ν

ν
ν ν

ττ δ δ
ν ν

ττ σ δ
ν ν

    ≅ =         

   
≅    
   

(10) 

The approximation ( ) ( )2Cov ,i j
nslow nslow slowν ν νδ δ σ δ≅  used in Eq. (10) is numerically verified 

in Appendix C. The cross-channel covariance of OD
iy arises solely from ( )slow tνδ . 

Assuming that the transmitted laser pulses in channel i have nearly the same pulse energy, 
the variance 2 ( )OD

iyσ  of the measurement OD
iy  is found to be 
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2
22 2 2
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Here '
i
KS  is the integrated photon count ' 1

( )pni i
K sk

S K' k
=

≡ , and bgd tλ Δ  the additional 

variance of ( )i
sK' k  arising from the background solar radiation, detector dark count and 

receiver circuitry noise (see Eq. (29) in Appendix B for details). The first term in Eq. (11) 
arises from the signal shot noise, the second term from background solar radiation, receiver 
circuitry noise and the detector dark count, the third term from the laser line-center frequency 

noise, and the last term ( )2i
rτσ  from the random altimetry error. i

rσ  is the measurement 

standard deviation for ( )i
sr k  and is assumed to be the same for each of the np pulses. The 

effective absorption cross-section ( , )i
eff i Grσ ν  of the target species, defined by Eq. (26) in 

Appendix A, assumes its monochromatic value 0 ( , ( ))i
i Gp rσ ν  for the narrow line-width case. 

( )cov
iiW f< >  is the averaged height of a window function ( )cov

iiW f  defined by Eq. (31) in 

Appendix C. ( )cov
iiW f< >  is only slightly higher than 1/np and is taken to be 1/np for our 

numerical evaluations. Error contributions from slowνδ , i
nfastνδ  and these other noise sources 

will be further discussed in the next subsection. 
OD
iε  (evaluated for deterministic i

AS ) can be regarded as the model bias, and is found to be 
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(12) 

where i
rδ  is the measurement bias for ( )i

sr k . Here the first bias term arises from variations of 
i
AS  among 2m channels, the second term ibτν  from the laser line-center frequency noise, the 

third term i
Cbτ  is the residual bias for estimation of ( )ln i

NKS−  with ( )ln i OD
NK iS C− + , and the 

last term i
rbτ  from the altimetry bias and variance. All these bias terms can be reduced to 

negligible levels in practice. 

2.3 Forward model for symmetrically combined channels 

 

Fig. 2. Properties of the atmospheric CO2 absorption line: (left) the two-way monochromatic 
OD for CO2 (solid green), its slope (dashed red), and the slope of averaged two-way OD 

0
( )

av i
τ ν  (solid purple) as functions of the frequency offset, with blue dots marking the 4 pairs 

of laser frequency channels; (right) two-way weighting functions for the 4 pairs of 
monochromatic channels. 

Since the pressure-shift of the line-center of 0 ( , )F pσ ν  varies with altitude, the target 
atmospheric absorption line profile becomes slightly asymmetric. In our numerical examples, 

0ν  is simply placed at the maximum absorption point. At each pair of symmetric channels 

about 0ν , the ODs are roughly the same, but the OD slopes are nearly opposite. This allows 
us to drastically reduce errors due to the laser frequency drift. Figure 2 illustrates this feature 
(left) and the weighting functions at the 4 pairs of channels (right) for the atmospheric CO2 
line at 1572.335 nm. The CO2 absorption spectrum and weighting functions are computed for 
US standard atmospheric conditions with a constant dry CO2 mixing ratio of 400 ppm. The 
averaged OD 2 1

2 1( ) [ ( , 2 ) ( , 2 )] / 2i m i
av i i G m i Gr rτ ν τ ν τ ν + −

+ −≡ +  is treated as the OD at the 

symmetrically-combined channel i. For the narrow line-width case, ( )av iτ ν  becomes 
2 1

0 0 0 2 1( ) [ ( , ( )) ( , ( ))]i m i
av i i G m i Gp r p rτ ν τ ν τ ν + −

+ −≡ + . Due to the cancellation of the two nearly 

opposite OD slopes for each symmetric channel pair, the slope of the averaged OD 0 ( )av iτ ν  
shown in Fig. 2 is reduced from that of the original OD by a factor of several tens for any 
practical online channels. The four channels are placed at 1 15.6 GHz,νΔ = −  
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2 1.7 GHz,νΔ = − 3 1.08 GHz,νΔ = − and 4 0.5 GHz.νΔ = −  Since the two weighting functions 
for each pair of channels are roughly the same, such channel combining essentially does not 
reduce the vertical resolution of the retrieval. 

The new measurement vector 1 2[ , ,..., ]T
my y y=y  is defined as 2 1( ) / 2OD OD

i i m iy y y + −≡ + , 

and the extended state vector is 1 2 0 2[ , ,..., , , ]
q

T
nq q q c c=x  that combines q  and 0 2[ , ] .Tc c=c  

In practice, the photon counts for each of the 2m channels are measured separately before 
combining the pairs. From Eq. (8), we arrive at the following forward model 

 

( ) ( ) ( )

, 2 1 ,
,

2 2 2

1 2
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1, 1, ..., 1
,

, , ...,

F q c
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q i j q m i j
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T

c

mν ν ν

+ −

= + = + = + +

+
=

 
=  

Δ Δ Δ  

y F x b ε K x ε K q K c ε

F F
K

K

 (13) 

where b is a vector of model parameters that are not to be retrieved (including temperature 
and water vapor profiles, surface pressure, and spectroscopic data), 2 1( ) / 2OD OD

i i m iε ε ε + −≡ +  is 

the measurement error and the model bias is ( )2 1 2OD OD
i i m iε ε ε + −= + . The variations of OD

iε  

across the 2m channels constitute a spectral distortion that mimics the target absorption and 
often causes major retrieval errors. Such spectral distortion could arise from surface 
reflectance variations and etalon fringes in the lidar’s receiving path. The distortion can be 
decomposed into two types: anti-symmetric and symmetric (about 0ν ). By combining 
symmetric channels, the anti-symmetric spectral distortion is canceled out. It is beneficial to 

use more than two pairs of symmetric channels so that correction terms (such as ( )2

2 ic νΔ ) 

can be included to reduce symmetric spectral distortion. In contrast, using only two 
(on/offline) wavelength channels cannot reject either type of spectral distortion. 

The covariance matrix yS of y is found to be essentially diagonalized due to the 

cancellation of the two nearly opposite OD slopes for each symmetric channel pair 
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(15) 

Here we assume 2 1i m i
K' K'S S + −≅  and 2 2 2 1( ) ( )i m i

nfast nfastν νσ δ σ δ + −≅ . The error contribution from 
i
nfastνδ  is usually not a concern because 2 ( )i

nfastνσ δ  decreases with ( ) 1/cov
ii pW f n< > ≅  [16], 

and thus can be reduced to a negligible level by pulse averaging. However, 

( )2 2( )nslow slowν νσ δ σ δ≅  does not decrease from this averaging and thus needs to be 

suppressed by laser frequency stabilization. By combining symmetric channels, the 
requirement for the laser frequency stabilization is substantially relaxed. To bound 
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1/ [ ( ) ( )] ( 1)i
n av i av iτνσ τ ν τ ν− ≠  (the partial RRE of DAOD) to 0.03% for CO2 measurement 

illustrated in Fig. 2, the upper bound for ( )slowνσ δ  can be relaxed from 0.23 MHz [16] to 6 
MHz, which becomes much easier to satisfy [8, 9]. 

The error reduction can be simply explained as follows. Within each wavelength sweep, 
i
cν  of each of the 2m pulses is shifted from its mean iν  by essentially the same amount slowνδ  

(and further shifted by an uncorrelated amount i
fastνδ ). The common shift slowνδ  causes nearly 

opposite OD changes ( )/
i

slow i cd dν νδ τ ν  and ( )
2 1

2 1 /
m i

slow m i cd dν νδ τ ν
+ −+ −  in the two symmetric 

channels. By the pair combining, the two opposite OD changes nearly cancel out, resulting in 
a much reduced OD error ( )/

i
slow av cd dν νδ τ ν  from slowνδ  for the symmetrically combined 

channel. Consequently, it can be easily shown that slowνδ  contributes to the covariance and 

variance of iy  as expressed by Eqs. (14)-(15). Similarly, a common laser frequency bias 
cνδ  

(including the Doppler shift arising from the high-speed cross-wind and the radial component 
of the spacecraft velocity [12]) will result in an OD bias ~ ( )/

c i
i cd dν νδ τ ν for each 

uncombined channel i. By the pair combining, the bias towards iy  is reduced substantially to 

( )/
c i

av cd dν νδ τ ν . Compared to the single-channel measurement of OD
iy  with 2 pn  pulses, the 

pair combining essentially retains the same noise contributions to 2 ( )iyσ  from sources other 

than slowνδ  (such as the signal shot noise and i
nfastνδ ) when each of the two symmetric 

channels is measured with pn pulses. These other noise contributions to 2 ( )iyσ  are 

essentially inversely proportional to 2 pn  and thus can be reduced by pulse averaging. 

3. Retrieval and error analysis methods 

3.1 Retrieval method 

In general, the forward model ( , )F x b  is nonlinear with respect to x. Although y  is evaluated 

from ( )i
sK' k  and ( )i

sE' k measured at x, an approximate value xi of x is needed to evaluate the 

factors ( )i
zA k  in y . The evaluated y , denoted as ( )iy x , is a nonlinear function of xi. 

Nevertheless, the forward model ( )F x  and y  can be linearized about a priori state ax  within 

the natural variability of x about ax  

 
( ) ( ) [ ( )] ( ) ,

( ) ( ) [ ( )] ( ) ,
a

a

a a

a a

=

=

− ≅ ∇ −

− ≅ ∇ −
x x x

x x x

F x F x F x x x

y x y x y x x x
 (16) 

where ∇x is the gradient operator. x  can be retrieved by an inverse method R: 

( , , )a' '=x R y b x , where 'x is an estimate of x  and 'b  an estimate of b . We consider the 
maximum a posteriori (MAP) retrieval approach [17] where the measurement error ε  and the 
error of ax are assumed to be Gaussian with known error covariance matrixes Sy and Sa, 

respectively. Using the Newton-Gauss method, the following iteration 1i+x is expected to 
converge to 'x  [17] 

 
1 1 1 1 1

1 ( ) { [ ( ) ( )] ( )},

( ) [ ( ) ] ( ) [ ( )] ,

T T
i i i y i a i y i i a i a

F q

− − − − −
+ = + + − − −

≡ ∇ − = + ∇ − ∇x x x

x x K S K S K S y x F x S x x

K x F x y K x K x x y
 (17) 
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where ( )K x  is the effective Jacobean matrix, and ( )i i=K K x . It is convenient to start the 

iteration with 0 a=x x . The estimated error covariance matrix 'S of 'x is found to be [17] 

 1 1 1( ) .T
y a' ' '− − −= +S K S K S  (18) 

For the narrow line-width case, FK  becomes independent of x and the remaining 

dependence of y  on q1 can be minimized by choosing i
Gr  so that 

01( / ) 0idy dq = ≅x x . ( )K x  is 

then simplified to 

 1( ) [( / ) , ,..., ] ,F Fd dq= − ≅xK x K y 0 0 K  (19) 

without the need to evaluate the term [ ( )]q∇xK x x . If ( )i i
s Gr k r−  is neglected so that 

( ) 1i
zA k = , y becomes independent of xi and the forward model F= +y K x ε  becomes linear, 

allowing the following linear retrieval L'x  of x  without iterations [17] 

 1 1 1 1 1( ) ( ).T T
L F y F a F y a a' − − − − −= + +x K S K S K S y S x  (20) 

( )i
sr k  can be approximated by a constant i

Gr  if the surface is sufficiently flat within the 

averaging time p pn t , or if the laser beam and the receiver are pointed to a fixed surface spot 

during the pn  pulses to be averaged. When there is no a priori information available, 
1

a
− =S 0 . By setting 1

a
− =S 0 , the above MAP solutions in Eqs. (17), (18), and (20) become the 

same as the corresponding maximum likelihood (ML) solutions. The linear ML solution in 
Eq. (20) with 1

a
− =S 0  is equivalent to the weighted linear least-square solution with weighting 

covariance matrix 1
y
−S . This linear ML solution can serve as the start point 0x  for the 

iterations of Eq. (17). 

3.2 retrieval error analysis 

Discretizing ( )gasq p into the state vector q  is based on the approximation ( )j i jq qν ≅ . When 

( )gasq p  and ( , )i
cw pν  are not uniform within layer j, the bias ( )j i jq qν −  for estimating 

( )j iq ν  with jq  may become significant. Neglecting ( )j i jq qν − , the retrieval error in the 

extended state vector 'x  can be expressed by [17] 

 ( ) ( ) ,y b y y' '− = − + − +x x G K b b G ε ε G ε  (21) 

where y ≡ ∂ ∂G R y  and b ≡ ∂ ∂K F b . The first term is due to errors in the forward model 

parameters, the second term due to the random measurement noise described by yS , and the 

third term due to the forward model bias. In this paper, we focus on the second and the third 
error terms. 

It is adequate to represent ( )gasq p  with a column-averaged retrieval 1q'  (nq = 1) when the 

mixing ratio ( )gasq p  of the target species is sufficiently uniform in the column. When this is 

not the case, it is desirable to retrieve ( )gasq p  in two or even more layers. For example, when 

( )gasq p  in the planetary boundary layer (PBL) is significantly different from that in the 

column above the PBL (see, for example [25],), double-layer retrievals are desirable. 
We now turn to link the retrieval RRE and RSE, arising from the measurement noise and 

model bias, respectively, to characteristic parameters to gain deeper insight into system 
optimization and limitation. For ease of analysis, the linear ML retrieval solution is used 
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without including the quadratic correction term ( )2

2 ic νΔ  and the small covariance elements 

[ ] ( )y ij i j≠S  are neglected. In the following derivations, 

2 2

1 1
[ ( )] [1 ( )]

m m

i i i ii i
x x y yσ σ

= =
< > ≡   represents an average of elements ix  (i = 1, 2, …, 

m) across m channels, weighted by 21 ( )iyσ . 2Var ( ) ( )i i i ix x x≡< − < > >  represents a 

variance of ix , and Cov ( , ) ( )( )i i i i i i ix y x x y y≡< − < > − < > >  a covariance between elements 

ix  and iy  across m channels. ,[ ]ij q i j j' ' q'τ ≡ K  is the estimated two-way OD of the target 

species within layer j at channel i. 
From Eq. (18), the RRE of jq'  arising from the experimental variance 2 ( )iyσ  is found to 

be 
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Δ
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 (22) 

where jjM  is the minor of the element ,[ ] j jR  of matrix R (i.e., the determinant of a matrix 

formed by removing from R its jth row and jth column). The element ,[ ] j j'R  of R  is the 

correlation coefficient between ,[ ]q i j'K  and ,[ ]q i j''K , and varies between −1 and 1. Here we 

introduce an effective two-way DAOD within layer j, 2 Var ( )j i ij'τ τΔ ≡ , to quantify the 

spread of the ODs ij'τ  across m channels. jFτσ Δ  can be regarded as the effective standard 

deviation of jτΔ , where 
1

2 2

1
4 1 ( )

m

ii
yτσ σ

−

Δ =
 ≡    and / det( )j jjF M≡ R . Equation (22) 

indicates that the RRE of jq'  is equal to the RRE of jτΔ . Since 1 1F =  for single layer 

retrieval, 2
τσ Δ  can be regarded as an effective measurement variance of the effective two-way 

DAOD for the column. When retrieving from a combined online and a combined offline 
channel that have the same 2 ( )iyσ , the single-layer 1τΔ  becomes the conventional DAOD 

21 11τ τ− , and 2 22 ( )iyτσ σΔ =  becomes the variance of the DAOD 21 11τ τ− . Without changing 
2 ( )iyσ  of the existing channels, adding more channels in the retrieval (and the computation 

of 2
τσ Δ ) reduces 2

τσ Δ . Compared with the single-layer retrieval, the RRE of each jq'  retrieved 

for multiple layers is increased by two factors: a factor 1jF > , and a jτΔ  smaller than the 

single layer 1τΔ . For double-layer retrievals, for example, 2
1,21 / 1 [ ]jF = − R . 

Following the argument leading to the Cramer's rule, the linear retrieval jq'  can be found 

from Eq. (20) as 

 
,

Var ( ) det( )
,

Var ([ ] ) det( )

y
i i j

j

i q i j

y
q'

'
=

R

K R
 (23) 

where matrix y
jR  is formed by replacing the jth column of R  by a column vector yr  defined 

as , ,[ ] Cov ([ ] , ) / Var ([ ] ) Var ( )y j i q i j i i q i j i i' y ' y≡r K K . The retrieval error arising from forward 
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model parameter errors ( )'−b b  or the model bias ε  can be obtained by replacing iy  in Eq. 

(23) with [ ( )]b i'−K b b  or iε , respectively. The RSE of jq'  from ε  is found to be 

 
2 Var ( ) det( )

,
det( )

q'j i i j

j jq'

εδ ε
τ

=
Δ

R

R
 (24) 

where q'jδ  is the bias towards jq'  arising from ε , and matrix j
εR  is formed by replacing the 

jth column of R  by a column vector εr  defined as 

, ,[ ] Cov ([ ] , ) / Var ([ ] ) Var ( )j i q i j i i q i j i i' 'ε ε ε≡r K K . Both [ ]y jr and [ ] jεr  are correlation 

coefficients varying between −1 and 1. The retrieval RSE can also be expressed in terms of 

2Cov ( , ) / Var ( )j i ij i i ij' 'τδ τ ε τΔ ≡ . The single-layer retrieval RSE is 1 1 1 1/ /q' q' τδ δ τΔ= Δ . The 

double-layer retrieval RSEs are 2
1 1 1 2 1,2 1 1,2/ ( [ ] ) / (1 [ ] )q' q' τ τδ δ δ τΔ Δ= − Δ −R R , and 

2
2 2 2 1 1,2 2 1,2/ ( [ ] ) / (1 [ ] ).q' q' τ τδ δ δ τΔ Δ= − Δ −R R  

To reduce both the RRE and RSE, it is desirable to have a large jτΔ . The online and 

offline channels are equivalent in their contributions to jτΔ  and τσ Δ . jτΔ can be increased 

by shifting online channels towards the absorption peak while keeping the offline channels in 
the adjacent low-absorption window regions. However, this also increases τσ Δ . For the 
simple case of column-averaged retrieval from two channels, the RRE is typically minimized 
when the online OD (and hence 1τΔ ) is not maximized. The online points often need to be 
placed on the sides of the absorption line to uniformly sense concentrations in the lower 
troposphere [15], resulting in an increased RRE. Further error reduction considerations will be 
discussed along with the numerical example in the next section. 

When the laser signal shot noise term in Eq. (15) is well above other noise terms (as is the 

case for the numerical example in section 4), 2 2 1( ) / ( )i m i
i e K' K'y F S Sσ + −≅ + so that 

( )2 2 1

1
4 /

m i m i
e K' K'i

F S Sτσ + −
Δ =

≅ + . In other words, the shot-noise limited retrieval RRE is 

inversely proportional to the square root of the accumulated photon count of the 2 pm n×  

pulses from all m combined channels. In general, the retrieval RRE and RSE are reduced by 
using information collectively from all measurement channels. Averaging multiple retrievals 
will further reduce the retrieval RRE arising from the measurement noise by the square root of 
the number of retrievals being averaged. However, this averaging may not effectively reduce 
the retrieval RSE arising from some persistent bias ε . 

4. Numerical estimation of retrieval errors 

In this section, we numerically estimate the errors of atmospheric CO2 retrievals from the 
lidar-sounding spectra measured across the 1572.335 nm CO2 absorption line. A fast pulse 
rate (8 kHz) is chosen to lower the required pulse energy and reduce the spectral distortion 
arising from the surface reflectance variations. The calculations are based on parametric 
formulas derived in section 3 and realistic parameters listed in Table 1. The pulses in all 
channels are assumed to have the same transmitted pulse energy .sE  The overall optical 
efficiency of the lidar’s receiving path (including filters) is assumed to be 51%. The additional 
OD bias i

rbτ  and variance 2( )i
rτσ  due to imperfect ranging are negligible for a ranging bias i

rδ  

≤ 0.66 m and a ranging precision i
rσ  ≤ 20 m [16], and are neglected hereafter. The speckle 

noise can also be neglected due to the large telescope diameter of 1.5 m and large laser beam 
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spot size of 50 m on the surface [3, 6]. The measurement noise ( )iyσ  is computed from Eq. 

(15) and plotted as a function of 0 ( )av iτ ν  in Fig. 3 (left). Partial contributions to ( )iyσ  from 

the signal shot noise 2 1~ / ( )i m i
e K' K'F S S + −+ , frequency noise, solar background, receiver 

circuitry noise, and detector dark count are also shown in Fig. 3 (left). 

Table 1. Parameters Used for Numerical Estimation of Retrieval Errors 

Parameter Value Parameter Value 
Operating wavelength 1572 nm Detector output dark current id 1 nA 
Orbit altitude 400 km Single-sided TIA equivalent input noise 

current 
1 pA/Hz1/2 

Telescope diameter 1.5 m Detector electrical bandwidth Be 1.6 MHz 
Receiver field of view (full angle) 150 μrad Detector optical bandwidth Bo 48 GHz 
Beam spot diameter on surface  50 m Background solar photon count rate 129 MHz 
ρ (surface reflectance) 0.17 sr-1 Δt (pulse duration) 1 μs 
Tatm (one-way transmittance of 
atmosphere excluding CO2) 

0.7 Background integration time for each 
pulse/Δt 

10 

Receiver path transmittance 0.51 Es (transmitted pulse energy) 4 mJ 
As (see Eq. (3)) 1.48x10-13 Offline single pulse signal photon count 

Ks   
3200 

η (detector quantum efficiency) 70% Overall averaging time 10 s 
Detector internal gain Me 400 nptp (time of averaging before log) 1 s 
Fe (detector excess noise factor) 2 Percentage of cloud blocking 50 % 
Dark-count excess noise factor Fd 2 σ(δνslow) (slow frequency drift) 3 MHz 
m (pairs of symmetric channels) 4 σ(δνfast) (fast frequency noise) 2 MHz 
Speed of spacecraft 7 km/s Combined pulse rate 8 kHz 
CO2 dry mixing ratio   400 ppmv Pulse rate for each channel 1 kHz 

 

Fig. 3. (left) The measurement noise ( )
i

yσ  for atmospheric CO2 (solid black) as a function of 

0
( )

av i
τ ν , computed using parameters listed in Table 1. The blue dots mark the four combined 

frequency channels shown in Fig. 2 (left). Also plotted are partial contributions to ( )
i

yσ  from 

the shot noise (solid grey), frequency noise (dashed red), solar background (dotted brown), 
receiver circuitry noise (dash-dotted green), and detector dark count (long-dashed blue). (right) 

The bias (dotted blue) towards 
0

( )
av i

τ ν  (solid green) due to the laser line-center frequency 

noise. 

Referring to Eq. (22), the effective single-layer DAOD 1τΔ  is found to be 1.17, and its 

effective measurement error τσ Δ  is found to be 0.00039 when there are 3200 detected 
photons (in average) for each offline pulse, resulting in a retrieval RRE of 0.034% from the 
measurement noise. This photon count can be achieved with 4 mJsE =  for an average 
surface reflectance ρ = 0.17. The signal shot noise contribution is well above the noise 
contributions from the receiver circuitry and the solar background count, as desired. The 
detector specifications listed in Table 1 can be met with a state-of-the-art HgCdTe avalanche 
photodiode (APD) detector [26]. The background solar photon count rate is estimated for a 
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zenith angle of 75°. Its noise contribution is larger than that from the receiver transimpedance 
amplifier (TIA). The noise from the detector dark count is negligible. The frequency noise 
contribution arises essentially from the 3 MHz slow frequency drift ( )slowνσ δ , and the 

contribution from the 2 MHz fast frequency noise ( )fastνσ δ  is averaged down to a negligible 

level within the 10-s averaging time. For ( ) 3 MHz,slowνσ δ ≤  the frequency noise contribution 

is less than that from the solar background radiation and it is safe to assume 

,[ ] 0 ( )y i j i j= ≠S . The bias 2 1( ) / 2i i m i
avb b bτν τν τν

+ −≡ +  towards 0 ( )av iτ ν  due to the laser line-

center frequency noise is shown in Fig. 3 (right). The partial retrieval RSE due this bias is 
found to be as small as 10−5 and thus negligible. 

Next, we estimate the single-layer retrieval RSE arising from the model bias iε . Referring 

to Eq. (12), iε  is taken to be 2 1
0[ln( ) ln( )] / 2i m i

A AS S c+ −− + −  and other terms of iε  are 

neglected. Since the retrieval bias from 2 1[ln( ) ln( )] / 2i m i
A AS S + −− + varies from one path to 

another, the corresponding RSE needs to be kept to a small fraction of the 0.1% RRE. For 
realistic error estimation, we use measured surface reflectance data in [27] to quantify the 
RSE. 

 

Fig. 4. (left) Relative ce: measured data (grey) and its running average over a length of 50 m 
(blue), courtesy of A. Amediek of Deutsches Zentrumsurface reflectan für Luft- und 
Raumfahrt (DLR); (right) retrieval RSE calculated from the surface reflectance data as a 
function of the starting position for 1-s averaging time along the path (thick red). An average of 
10 consecutive RSE values, each observed over 0.1 s averaging time, is also plotted (thin grey). 

As shown in Fig. 1, the laser pulses are assumed to repeatedly cycle through wavelength 
channels 1 to 8 and the laser beam spot at the surface is assumed to travel at the same speed as 
the spacecraft. The same set of surface reflectance data used in [16] for its strong variations is 
reused for this evaluation. The surface reflectance measurement was taken in southern Spain 
using ~10-m laser spot size and a step size of ~6 m [27]. To convert this data to the 
reflectance for our beam size, a 1-D running average is taken within our beam size (50 m) and 
the averaged reflectance is used as ( )i

sA k  in our calculation. The raw and averaged 
reflectance data are plotted in Fig. 4 (left). For an averaging time of 1 s, there are n = 1000 
pulses for each wavelength and the path length is 7 km. In contrast, the separation between 
spots of adjacent channels is only 0.875 m. As a result, the spectral distortion due to variations 

of iε across the 8 channels is quite small. Referring to Eq. (24), jτδΔ  (and hence the RSE) is 

further reduced by the factor Cov ( , )i ij i'τ ε  that rejects variations of iε uncorrelated to ij'τ . 

This point is confirmed by our calculation results shown in Fig. 4 (right). The RSE calculated 
from the surface reflectance data is 52 10−≤ ×  for 1-s averaging starting at any position along 
the path. The RSE is increased when the averaging time (hence np) is reduced. Figure 4 (right) 
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also shows an average of 10 values of RSE, each computed over 0.1 s averaging time 
consecutively along the path. This averaged RSE is essentially reduced to the same level of 
the 1-sec RSE. This is also the case for the following double-layer retrievals. The retrieval 
from the multiple symmetric channels rejects anti-symmetric variations in ln( )i

AS  and appears 
to randomize the RSEs observed along consecutive sections of the path. This allows shorter 
time of averaging before log, without increasing the overall RSE averaged across the 
consecutive sections of the path. It is desirable to shorten the time of averaging before log, to 
minimize the impact of time-varying spectral distortion (due to, e.g., etalon fringes in the 
lidar’s spectral response). 

Similarly, the RREs and RSEs of the double-layer retrievals are computed and shown in 
Fig. 5 (left) and (right), respectively. The RREs are plotted as functions the boundary pressure 
p1 between the two layers. Also plotted in Fig. 5 (left) are 1τΔ , 2τΔ , and the correlation 

coefficient 1,2[ ]R  as functions of p1. As expected, the RREs and RSEs become larger than the 

single-layer values. When retrieving the PBL with a top boundary ~2 km above the surface 
(corresponding to p1 ~795 hPa), the RRE and RSE of 1q'  are found to be as large as 0.52% 

and 0.011%, respectively, due to a small 1τΔ ~0.210 and a large correlation coefficient 

1,2[ ]R of 0.933. The RRE and RSE of either layer become smaller as the layer becomes 

thicker. To reduce 1,2[ ]R  (the degree of linear dependence between 1iτ  and 2iτ  of the two 

layers), it is desirable that each layer has significant overlap (i.e., ,[ ]q i j'K ) with at least one 

online weighting function (while the offline absorption is minimized) and each online 
weighting function has much more overlap within one layer than other layers. 

 

Fig. 5. (left) The double-layer retrieval RREs, 
1

τΔ , 
2

τΔ  and 
1, 2

[ ]R  as functions of the 

boundary pressure p1 between the two layers; (right) The double-layer retrieval RSEs for p1 = 
795 hPa, both observed in 1s. 

The triple-layer retrieval RREs are computed and plotted in Fig. 6 (left), and the factor 

jF and effective DAOD jτΔ are plotted in Fig. 6 (right), as functions of the boundary 

pressure p2 between layers 2 and 3 while p1 is fixed at 795 hPa. The RREs are significantly 
higher than the corresponding double-layer RREs due to much increased jF . 
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Fig. 6. (left) The triple-layer retrieval RREs, and (right) the factor 
j

F  and effective DAOD 

j
τΔ  as functions of the boundary pressure p2 while p1 is fixed at 795 hPa. 

5. Discussions 

Without averaging each pair of symmetric channels, the same results can still be achieved if 
the 2m by 2m covariance matrix of OD

iy  is used. However, this requires knowledge of the 
non-zero covariances among different channels. By averaging each pair of symmetric laser 
frequency channels, the covariance matrix of y is diagonalized and reduced to m elements. 
This further simplifies the parametric analysis and numerical computation. The formulation 
can be further extended to allow each pair of symmetric channels to transmit pulses 
simultaneously. This could double the SBS-limited laser peak power. There is no need to 
measure ( )i

sK' k  and 2 1 ( )m i
sK k+ −  separately, only the sum 2 1( ) ( )i m i

s sK' k K k+ −+  is needed. 

However, this requires accurate measurement of the pulse energy ratio 2 1( ) / ( )i m i
s sE k E k+ −  (in 

addition to the pulse energy sum 2 1( ) ( )i m i
s sE k E k+ −+ ), which is difficult to achieve when the 

simultaneous pulses come from the same laser. 
A wavelength channel becomes redundant for the retrieval of q  if its weighting function 

can be approximated by a linear combination of weighting functions of other channels. 
Nevertheless, it can still provide an independent piece of information to allow for inclusion of 

a term in the model (such as ( )2

2 ic νΔ ) to further correct spectral distortion. To retrieve q , 

only the relative ratios of the transmitted pulse energies ( )i
sE' k  are needed. There is no need 

to measure the absolute values of ( )i
sE' k  because scaling ( ) / ( )i i

s sK' k E' k with a common 

factor only shifts 0c , not q . The spectral distortion from the lidar’s receiving path can be 

substantially removed from the offset ln( )i
AS− . One way to do this is to normalize i

NKS  by 
the spectral response measured for the receiving path. Another way is to pass a small fraction 
of the transmitted laser through the receiving path and measure ( )i

sE' k  from it at the end of 
the path [12]. 

It should be noted that the weighting function can be also defined as [ / ln( )] / ( )id d p q pτ , 

or ( / ) / ( )id dz q zτ  (as a function of the altitude z). Although different definitions lead to 

different weighting function curves, they produce the same integrals ,[ ]q i j'K  and thus are 

equivalent. 
Despite the variations of ( )i

sA k  from one wavelength sweep cycle to the next, the 

retrievals remain accurate as long as 2 1[ln( ) ln( )] / 2i m i
A AS S + −+  are the same for all m combined 

channels. Even when ln( )i
AS  varies across the 2m uncombined channels, the retrieval RSEs 

arising from this spectral distortion are substantially reduced by the cancelation of the anti-
symmetric spectral distortion and rejection of the symmetric spectral distortion component 
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that is uncorrelated to ij'τ . This applies to all contributing factors to ( )i
sA k , including the 

surface reflectance and the optical detector responsivity for the receiver and the transmitted 
laser pulse energy monitor. For example, the slow responsivity drift of either detector does 
not affect the retrievals as long as the detector responsivity remains constant during each 
wavelength sweep cycle (~1 ms). 

The retrieval errors can be further reduced if a priori constraints for the gas mixing ratios 
are included. Fixed ax and Sa have been used for CO2 retrieval [18]. When the measurements 

and retrievals are made at consecutive time steps, it would be more accurate if ax and Sa 
could be estimated from neighboring measurements taken before (and after) the current time 
step. Similarly, the range ( )i

sr k  at a beam spot k can be estimated from multiple altimetry 
measurements at beam spot k and neighboring beam spots. Since there are 57 such 
neighboring beam spots within a beam spot size of 50 m for our CO2 sounder example, the 
estimation accuracy of ( )i

sr k  can be significantly improved. 
To simplify retrievals, narrow-line width lasers have been used to scan the target 

absorption lines. The narrow laser linewidth leads to SBS in the laser amplifiers that limits the 
laser peak power and laser pulse energy. It would be highly desirable if the IPDA 
measurements can be made with spectrally-broadened laser pulses, in order to suppress the 
SBS. The laser line-shape needs to be broadened deterministically so that the resulting 
effective OD avτ  is deterministic and can be accurately calculated. The present model allows 
us to examine the feasibility and limitation of retrievals from such measurements. Our 
research on this topic will be reported in future publications. 

6. Summary 

New modeling and error reduction methods are presented for retrieving atmospheric 
constituents from symmetrically measured lidar-sounding absorption spectra. The forward 
model accounts for laser line-center frequency noise and broadened line-shape, and is 
essentially linearized by linking estimated ODs to the mixing ratios of the target species. 
Errors from the spectral distortion and laser frequency drift are substantially reduced by 
averaging ODs at each pair of symmetric wavelength channels. This allows the tolerance for 
the laser frequency drift to be relaxed from 0.23 MHz to 6 MHz for the ASCENDS’ CO2 
transmitter. Retrieval errors from measurement noise and model bias are analyzed 
parametrically and numerically for multiple atmospheric layers, to provide deeper insight. For 
each atmospheric layer, an effective DAOD and its effective measurement variance are 
introduced. The RRE of the mixing ratio is equal to the RRE of the effective DAOD. In 
general, the retrieval RRE and RSE are reduced by using information collectively from all 
measurement channels. When the signal shot noise is predominant, the retrieval RRE 
decreases approximately by the square root of accumulated photon count of participating 
pulses from all measurement channels. Errors from surface height and reflectance variations 
are reduced to tolerable levels by “averaging before log” with pulse-by-pulse ranging 
knowledge incorporated. Error contributions from other sources are also taken into account. 

Appendices 

A. Effective optical depth and weighting function 

The effective two-way OD ( , 2 )c rτ ν  [16] can be linked to the dry mixing ratio ( )gasq p  by 

 

2 2

2 ( )

0 0
( , 2 ) ( , ) ( ) ( ) ( , ) ,

( , ) ( , ) 1
( , ) .

1 /

r p r

c eff c gas gas c

f b
eff c eff c

c
dryair H O H O dryair

r l N l dl q p w p dp

p p
w p

m g q m m

τ ν σ ν ν

σ ν σ ν
ν

≡ =

+
=

+

 
 (25) 
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Here ( , )cw pν  is the effective two-way weighting function derived from the hydrostatic 
equation for p, l is the accumulated laser path length running from the spacecraft to the 
surface and back, ( )gasN l  the number density of the target molecules at path length l, 

2H Om , 

dryairm  and g are defined for Eq. (1), ( , )eff c lσ ν , ( , )f
eff c pσ ν  and ( , )b

eff c pσ ν  are defined below. 

( , )eff c lσ ν  is the effective absorption cross-section of the target molecules defined as 

 

[ ]
[ ]

0 00
00

00

0 00

( , ) exp ( , ) ( ,0)
( , ) ( , ) ( , ) ,

exp ( , ) ( ,0)

( , ) ( , ) ( ) ,

F F F F

eff c F N F F

F F F

l

F F gas

l l L d
l l L l d

l L d

l l' N l' dl'

σ ν τ ν ν ν
σ ν σ ν ν ν

τ ν ν ν

τ ν σ ν

∞

∞

∞

−
≡ =

−

≡







(26) 

where 
0

( , ) ( , ) / ( , )N F F F FL l L l L l dν ν ν ν
∞

≡   is the normalized laser pulse ESD, 0 ( , )F lσ ν  is the 

monochromatic absorption cross-section of the species of interest and 0 ( , )F lτ ν  the 

monochromatic OD accumulated along path length l. In general, a broad ( , )N FL lν  is 
distorted progressively along the outgoing and return paths. This leads to two different values 
of ( , )eff c pσ ν  for each vertical position, ( , )f

eff c pσ ν  for the outgoing laser pulse and 

( , )b
eff c pσ ν  for the return laser pulse as given by 

 

,
0 0, 0

,
00

0 0

0 0 0

( , ) exp ( , ) ( ,0)
( , ) ,

exp ( , ) ( ,0)

( , ) ( , ),

( , ) 2 ( , ( )) ( , ),

f b
F F F Ff b

eff c
f b

F F F

f
F F

b
F F F

p p L d
p

l L d

p p

p p r p

σ ν τ ν ν ν
σ ν

τ ν ν ν

τ ν τ ν
τ ν τ ν τ ν

∞

∞

 − =
 − 

=

= −




 (27) 

where the one-way monochromatic OD 0 ( , )F pτ ν  is defined in Eq. (1). For broadened laser 

line-shape, the effective weighting function ( , )cw pν  also depends on ( )gasq p  so that 

( , 2 )c rτ ν  is no longer linear with respect to ( )gasq p . Similar to Eq. (2), 0 ( , )F pτ ν  for an 

arbitrary vertical position can be simplified to 

 
1

0 0( , ) ( , ) .
jq

p j

pn

F j Fj j p
p q w p' dp'τ ν ν−

=
≅   (28) 

Here p falls into a layer j = jp, and 1pjp −  is shifted to 1pjp p− = . 

B. Additional details for forward model 

We now summarize noise contributions from the background solar radiation, detector dark 
count, and receiver circuitry noise for the lidar receiver. ( )i

sK' k  is estimated from the total 

count ( )i
totK k  within a pulse duration tΔ  minus a derived background count i

bgdK'  arising 

from background solar radiation, detector dark count and receiver circuitry noise. To reduce 
the background variance, the background count is measured in a longer duration βΔt between 
the pulse measurements, and scaled to i

bgdK' within Δt. Referencing Eq. (5), the variance of 

( )i
sK' k is found to be [16] 
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( ) ( )

2 2 2
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( ( )) ( ) ( ( )) ,

2 + ( )sinc ( ) 1 1/ .
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N B F F S f f t tdf M eδ

σ α σ λ

λ α λ β
∞

−∞

≡ + + Δ

 ≡ + Δ Δ +  

 

 
 (29) 

Here 2 bgdN  is the power spectral density (PSD) of the background solar radiation, Bo the 

optical filter bandwidth, λd an equivalent dark count rate, Fd an effective dark-count excess 
noise factor, ( )iS fδ  the PSD of the equivalent input noise current of the circuit, Me the mean 
internal gain of the detector, and e the electron charge. 

The bias correction factor OD
iC  introduced in Eq. (8) is given by [16] 

 
2 2

,
2 2

i i
bgdOD e NNK NN

i i i
NK NK

tF S S
C

S S

λ Δ   
≡ − −   

   
 (30) 

where 2

1
( ) / [ ( ) ( )]pni i i i

NNK s s zk
S K' k E' k A kα

=
≡ , and 

2

1
1/ [ ( ) ( )]pni i i

NN s zk
S E' k A kα

=
≡ . 

C. Numerical verification of 2,i j
nslow nslow slowCov( ) ( )ν ν νδ δ σ δ≅  

 

Fig. 7. (left) The frequency noise PSD of a frequency stabilized master laser; (right) the 

window functions ( )
cov

ij
W f computed for np = 100 and 1000 using the relevant parameters 

listed in Table 1 and taking the measured surface reflectance as As(i) as described in section 4 
(see text for more details). 

The covariance of ( )slow tνδ  is the Fourier transform of its PSD ( )slowS fδν  that in turn can be 

derived from the measured master laser frequency noise PSD ( )S fδν  [9] shown in Fig. 7 

(left). ( )slowS fδν  is taken to be the slow (“flicker” noise) portion of ( )S fδν , and it is truncated 

to zero for f > 20 Hz. ( )Cov ,i j
nslow nslowν νδ δ  is computed by integrating the product of 

( )slowS fδν  and the following window function 

 1 1

1 1

( ) ( ) exp(2 1 ( ) )
( ) Re exp 1 ( ) .

( ) ( )

p p

p p

n n i j

s s ppcov k k'

ij n ni j

s sk k'

A k A k' k' k ftt
W f j i f

m A k A k'

π
π = =

= =

− −
= − −

  
     

 
 

(31) 

Note that ( )cov
iiW f  is the same as ( )i

avnW f  defined in [16]. As shown in Fig. 7 (right), 

( )cov
ijW f  are computed for np = 100 and 1000 using the relevant parameters listed in Table 1 

and taking the measured surface reflectance as As(i) as described in section 4. 1,1 ( )covW f , 

8,8 ( )covW f  and 1,7 ( )covW f  are plotted for the path segment giving rise to the most relative change 

in 
1

( )pn i
sk

A k
=  between channels 1 and 7. ( )cov

ijW f  (including ( )cov
iiW f ) among the 8 
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channels are found to be essentially identical within f ≤ 160 Hz. This is due to the 
small 1pft  , and the fact that ( )j

sA k  closely tracks ( )i
sA k  when the separation between the 

corresponding beam spots of channel i and channel j is much smaller than the beam spot 

diameter and the path length of the np pulses. ( )Cov ,i j
nslow nslowν νδ δ  (including ( )2 i

nslowνσ δ ) 

among the 8 channels are found to be the same within 0.001%, even when np is as small as 
100. They are only slightly smaller than ( )2

slowνσ δ (smaller by < 0.3% for np = 100, and by < 

2% for np = 1000). This verifies that 2 ( )nslowνσ δ from the slow frequency drift essentially does 

not decrease from the pulse averaging, and ( ) ( )2Cov ,i j
nslow nslow slowν ν νδ δ σ δ≅ . 
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