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[1] The importance of ionospheric O+ on the development of the storm time ring current is
recognized but not well understood. The addition of this outflow in global MHD models
has the potential to change the magnetic field configuration, particle densities and
temperatures, and the convection electric field. This makes including heavy ion outflow in
ring current simulations difficult, as this addition cannot be easily decoupled from a host
of other changes. This study attempts to overcome this problem by using three coupled
models, PWOM, RIM, and BATS‐R‐US, to drive a ring current model, RAM‐SCB.
The differences in drivers when outflow is included and is not included are compared to
see how outflow changes ring current input. It is found that including this outflow reduces
the convection electric field, lowers the plasma sheet number density and temperature,
and increases the complexity of the plasma sheet ion composition both temporally
and spatially. These changes cause an overall reduction in ring current energy density.
Further simulations that attempt to isolate these effects find that the most important change
in terms of ring current development is the drop in convection electric field. Local time
dependencies of O+ injections are found to be nontrivial as well. Capturing all of these
effects requires a whole system, first‐principles approach.
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1. Introduction

[2] Since the discovery of oxygen ions in the magneto-
sphere [Shelley et al., 1974], it has become widely recog-
nized that the ionospheric outflow of heavy ions plays an
important role in magnetospheric dynamics and ring current
development during geomagnetic storms. Numerous studies
have confirmed the ionosphere’s contributions to magneto-
spheric plasma populations [e.g., Lennartsson and Shelley,
1986; Nosé et al., 2003; Denton et al., 2005]. Sharp et al.
[1985] examined data from the International Sun‐Earth
Explorer (ISEE) and Spacecraft Charging AT High Altitude
(SCATHA) spacecrafts and determined that the ionosphere
was an important or dominant source of plasma to the inner
magnetosphere. Daglis et al. [1999], in a review of the ring
current, summarize ring current composition measurements
to show how O+ increases during active periods. Chappell
et al. [1987] suggested that the ionosphere could adequately
and independently provide ample plasma to the magneto-
sphere to agree with observations. The more recent work by
Huddleston et al. [2005] supported this hypothesis by using
measurements from the Polar satellite to seed a particle
tracing simulation.
[3] Because of the importance of the heavy ion contri-

bution, numerical studies of the ring current have attempted

to include this source using various methods. This remains a
challenging task for a number of reasons. The mechanisms
responsible for driving outflow as well as their dependence
on solar wind and magnetospheric conditions are not fully
understood. The transport of these ions to the plasma sheet
and inner magnetosphere is equally complicated and subject
to continual investigation. Hence, obtaining a realistic dis-
tribution of outflowing ions, accelerating this distribution
into the magnetosphere, then properly advecting it to the ring
current creates a multitiered problem. Attempting to avoid
these complexities by incorporating measurements into sim-
ulations fails to fully alleviate the problem, as observations
are sparse, both spatially and temporally.
[4] Jordanova et al. [2006] combined measurements from

the Magnetospheric Plasma Analyzer (MPA) instrument
aboard the Los Alamos National Laboratory geosynchro-
nous satellites [McComas et al., 1993] with the empirical
relationship between the geomagnetic Kp index and solar
F10.7 flux as formulated by Young et al. [1982] to create
boundary conditions for the Ring current Atmosphere inter-
actions Model [Jordanova et al., 1996, 1997]. This approach
has its basis in observations, maintains local time variation
in fluxes, and provides temporally dynamic O+ composition.
However, it ties the two species together such that the O+

density is always a spatially constant ratio of the H+ density.
Fok et al. [2006] traced O+ from ionospheric sources through
the fields generated by the Lyon, Fedder, and Mobarry (LFM)
3‐D magnetohydrodynamic (MHD) code [Lyon et al., 2004]
to provide fluxes at the outer boundary of the Comprehen-
sive Ring Current Model [Fok et al., 2001]. O+ particles were
initialized using the MHD values near the inner boundary
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and leveraging relationships formulated by Strangeway et al.
[2005] and Zheng et al. [2005]. While this methodology pro-
vides causal outflow and includes the complexities associ-
ated with transport to the plasma sheet and ring current, the
tracing of O+ through the MHD results does not self con-
sistently affect the magnetosphere‐ionosphere system.
[5] Recently, global MHD simulations have added caus-

ally driven outflow capabilities. Winglee [1998] added gravi-
tationally bound O+ to multifluid MHD simulations that could
be accelerated into the domain through pressure gradients
or entrifugal acceleration. This led to the discovery that
including such outflow could significantly lower the Cross
Polar Cap Potential (CPCP) [Winglee et al., 2002]. Later,
Gagne [2005] added to the LFM model outflow dictated by
the Strangeway et al. [2005] relation. More recently, Glocer
et al. [2009a] created a first principles based outflow model
and incorporated it into the Space Weather Modeling Frame-
work [Tóth et al., 2005] to provide dynamic outflow in the
Block Adaptive Tree Solar wind Roe‐type Upwind Scheme
(BATS‐R‐US) global MHD code. This resulted in an impact
on the CPCP similar to that found by Winglee et al. [2002].
Brambles et al. [2010] and Wiltberger et al. [2010] have
expanded on the work with the LFM model as performed by
Gagne [2005], experimenting with outflow fluxes of dif-
ferent velocities and densities. They have found that dense,
slow outflow populations impact the magnetosphere in ways
similar to those found by Winglee et al. [2002] and Glocer
et al. [2009a], but faster flows have limited implications.
[6] These new capabilities allow for an expanded inves-

tigation of outflow and its importance to the ring current.
How does the delivery of heavy ions change throughout a
geomagnetic storm? How does this outflow affect the evo-
lution of the ring current? Do the added complexities found
in the first‐principles‐based models have important impacts
on the inner magnetosphere?
[7] This study is the first to use a complete first prin-

ciples based modeling approach, from outflow to inner mag-
netosphere, to fully investigate the impacts of outflow on
storm time ring current development. A multispecies MHD
approach is used to deliver heavy and light ions from the
ionosphere to the ring current to preserve the composition
set by the outflow. This simulation is compared to a similar
case that does not include outflow in order to examine the
differences between the two and assess the impacts of
including this outflow on the whole system.

2. Methodology

[8] Three coupled codes are used to simulate outflow,
ionospheric electrodynamics, and the global magnetosphere:
the Polar Wind Outflow Model (PWOM), the Ridley Ion-
osphere Model (RIM), and the Block Adaptive Tree Solar
wind Roe‐type Upwind Scheme magnetohydrodynamic
(MHD) model (described below). These codes are coupled
through the Space Weather Modeling Framework (SWMF)
[Tóth et al., 2005], a flexible tool for coupling and synchro-
nizing many different space weather codes. Working together,
these models provide plasma and magnetic field boundary
conditions as well as convection electric field for the ring
current model, the Ring current Atmosphere interactions
Model with Self‐Consistent Magnetic Field (RAM‐SCB).

The relationship between these models is summarized in
Figure 1.
[9] The PWOM [Glocer et al., 2007, 2009a] models the

dynamics of O+, He+, H+, and electrons in the “gap region”,
an area between where most ionospheric models stop
(around 1000 km) and most magnetospheric models begin
(2 to 3 Earth Radii, RE). Vertical transport of the ion species
is obtained by solving the gyrotropic transport equations
[Gombosi and Nagy, 1989] along a particular magnetic field
line. Electron density is obtained by assuming charge neu-
trality; electron velocity is obtained using electric current den-
sity (received from RIM) and assuming steady state electron
velocity. Horizontal motion is generated by allowing the
field lines to electromagnetically drift through the domain as
driven by the convection electric field, again obtained from
RIM. The resulting outflow flux from PWOM is used to
set the inner boundary mass and radial velocity of the
BATS‐R‐US model. This coupling is described in detail by
Glocer et al. [2009a].
[10] This work includes a new improvement to how

PWOM calculates electron temperature. In the transition
region between the ionosphere and magnetosphere, this
temperature is strongly dependent on the topside electron
heat flux. In the past, PWOM utilized an average value
found by Bekerat et al. [2007] to be useful in predicting
DMSP plasma density measurements. The use of an average
value of the heat flux was a sufficient starting point, but did
not account for the strong variation present at high latitudes.
The new calculation in PWOM draws inspiration from the
example of Schunk et al. [1986], who demonstrated that a
realistic determination of the electron temperature can be
obtained by using a reasonable distribution of the topside
electron heat flux. Specifically, they note three regions where
the heat flux should be elevated: (1) the auroral regions, which
are connected to the hottest part of the magnetosphere, (2) the
sunlit regions, due to warm photoelectrons, and (3) the cusp,
due to enhanced soft precipitation.
[11] PWOM now defines the topside heat flux in a similar

manner. The solar zenith angle is used to scale the heat flux
associated with photoelectrons:

HFsun ¼ HFsun0 cos Xð Þ

The precipitation calculated by the MHD code is used to
scale the heat flux associated with the aurora:

HFAurora ¼ HFAurora0
eFlux

eFlux0

HFsun and HFAurora refer to the topside electron heat flux
from photoelectrons, and auroral precipitation. X is the solar
zenith angle which is calculated at each grid point. eFlux
is the precipitating electron flux calculated between the mag-
netosphere model and ionosphere electrodynamics model.
HFsun0, HFAurora0, and eflux0 are “quiet time” reference values
that have been chosen to give temperature values consistent
with observations. The cusp associated heat flux is set in the
same way as the auroral flux. A minimum value in the polar
cap is also specified to represent polar rain. That quantity is set
to ensure that we get an H+/O+ crossover altitude consistent
with data, approximately 4000 km [Yau et al., 2007]. Figure 2
illustrates a typical result of this calculation. It shows the
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electron temperature over the polar cap at 1600 km altitude.
This particular example uses a statistical precipitation pattern
based on the work by Fuller‐Rowell and Evans [1987]. Cusp
precipitation, and hence the associated heat flux, is not
included in this plot. As expected, higher electron tempera-
tures are seen both in the auroral region and on the sunlit
dayside. Because the electron temperature is instrumental in
determining the scale height of the ions, this process is a major
and needed improvement to the model. Unfortunately, the
topside electron energy flux is poorly understood, so a more
complicated relationship is not instituted at this time.
[12] The BATS‐R‐US code [Powell et al., 1999; De Zeeuw

et al., 2000] is the global MHD model used in this study.
This model has a strong history of terrestrial magnetosphere
investigations [e.g., Gombosi et al., 1998; Ridley et al.,
2002; Tóth et al., 2007; Zhang et al., 2007] and validation
[Yu and Ridley, 2008; Wang et al., 2008; Welling and
Ridley, 2010a]. It uses an adaptive Cartesian grid in geo-
centric solar magnetospheric (GSM) coordinates. The inner
boundary is a sphere of radius 2.5 RE; the outer boundary is
32 RE in the upstream direction, 224 RE downstream, and
128 RE in each other direction. Observed upstream solar
wind conditions are imposed as the upstream boundary con-
ditions. The grid resolution used in this study yields approxi-
mately 1.9 million grid cells. It is finest near the Earth (1/8 RE);

geosynchronous orbit lies in a 1/4 RE resolution region that
ranges from +8 to −20 in the x direction and ±8 in the y and
z directions.
[13] Two versions of BATS‐R‐US are used in this study:

the standard single species/single fluid version and a newer
single fluid/multispecies version. The multispecies version
[Ma et al., 2002] divides the mass density into different
species by including a separate continuity equation for each.
This allows the different populations to be traced through
the simulation domain. However, there remains only a sin-
gle momentum and energy equation, so the solution is still,
essentially, single fluid. The multispecies simulations used
in this study define three species: protons (H+), Helium ions
(He+), and oxygen ions (O+). The densities and total plasma
velocity at the inner boundary is set by the PWOM. The
single species version follows only H+, so no composition
information is tracked.
[14] The inner boundary is an important source for plasma

in BATS‐R‐US. Without the PWOM, the inner boundary is
a sphere of constant mass, so outflow is the result of pres-
sure gradients pulling this mass into the domain. Welling
and Ridley [2010b] used multispecies BATS‐R‐US to track
this default outflow and found it to be the dominant source
of plasma in the inner magnetosphere and central plasma
sheet during periods of southward interplanetary magnetic

Figure 1. A diagram summarizing the coupling between the models used in this study. All couplings
take place through the Space Weather Modeling Framework. Red arrows denote couplings that are used
in this study, and gray arrows denote couplings required to achieve two‐way coupling between the ring
current and the rest of the magnetosphere/ionosphere system (not used in this study). The large blue arrow
represents outflow from the ionosphere through the magnetosphere and to the ring current.
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field (IMF). During periods of northward IMF, solar wind
plasma entering through the flanks was the dominant source.
When adding PWOM to the modeling suite, Glocer et al.
[2009a, 2009b] arrived at similar conclusions, noting the
strong O+ concentrations in the same regions.
[15] Interestingly enough, changing the outflow in BATS‐

R‐US does not seem to have a great effect on the global
magnetospheric configuration. Without PWOM, the inner
boundary density is typically set at 28 cm−3. Welling and
Ridley [2010b] noted that this is much higher than observa-
tions reported by Huddleston et al. [2005]; both Zhang et al.
[2007] and Welling and Ridley [2010b] found that changing
this value has only a marginal effect on the results. Glocer
et al. [2009a] came to the same conclusion. It is only
when an inner magnetosphere code is two way coupled to
this system, receiving mass from BATS‐R‐US and returning
plasma pressure to increase the values calculated by MHD,
that the increased mass outflow provided by PWOM can
significantly change magnetospheric configuration [Glocer
et al., 2009a].
[16] BATS‐R‐US sends field aligned currents to RIM

[Ridley and Liemohn, 2002; Ridley et al., 2004] in order to
handle the ionospheric electrodynamics. RIM uses these
to calculate particle precipitation and conductance patterns.
The conductance and field‐aligned currents are used to

calculate the electric potential, which is in turn mapped back
to the inner boundary of BATS‐R‐US. The electric potential
is also used by PWOM to advect magnetic field lines.
[17] The output of these models is coupled one way in

order to drive the RAM‐SCB model. This code couples two
separate models: a kinetic model and a 3‐D force balance
magnetic field model. Coupling these two produces self
consistency between the particles drifting in the ring current
and the magnetic field through which they are drifting.
[18] The kinetic model is the Ring current Atmosphere

interaction Model, or RAM [Jordanova et al., 1996, 1997],
which solves the kinetic equation to yield the bounce‐
averaged distribution function as a function of azimuth,
radial distance, energy and pitch angle for three ion species
(H+, He+, and O+). The domain is a circle in the solar
magnetic (SM) equatorial plane with a radial span of 2 to
6.5 RE. It has an energy range of approximately 100 eV to
500 KeV. It includes charge exchange losses, Coulomb col-
lision losses, and atmospheric loss at low altitudes. The dis-
tribution function at the outer boundary is set by observations
or separate model results; the inner boundary holds the distri-
bution function constant at zero. The model was recently up-
dated to use nondipolar field geometries [Jordanova et al.,
2006, 2010].

Figure 2. A typical electron temperature calculation in PWOM using the new method for specifying the
topside electron heat flux. The color contour is the temperature in Kelvin, and the plus signs show the
locations of the field line foot points in invariant latitude of field lines in the PWOM calculation.
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[19] The other half of RAM‐SCB is the 3‐D force balance
magnetic field model [Zaharia et al., 2004; Zaharia, 2008].
This model balances the J × B force with the divergence of
the general pressure tensor to calculate the magnetic field
configuration within its domain. The domain ranges from
near the Earth’s surface, where the field is assumed dipolar,
to the shell created by field lines passing through the SM
equatorial plane at a radial distance of 6.5 RE. Anisotropic
pressure both at the outer boundary and inside the code’s
domain is required. By relying on anisotropic pressure cal-
culated by RAM, the force balance model creates a more
stretched, more realistic field than isotropic MHD models
that do not capture the ring current pressure build up and are
typically very dipolar within 6.6 RE.
[20] Initial coupling of these two codes is detailed in the

work by Zaharia et al. [2005], Jordanova et al. [2006], and
Zaharia et al. [2006]; details about the full coupling can be
found in the work by Zaharia et al. [2010]. RAM provides
anisotropic pressure to the 3‐D equilibrium code, which in
return calculates the field aligned integrals required by RAM
to calculate particle drift paths. The addition of self con-
sistency creates significant differences in the ring current
drift paths [Jordanova et al., 2006] and a depression in the
nightside magnetic field [Zaharia et al., 2006].
[21] In this work, all of the inputs required by RAM‐SCB

are provided by the other coupled codes. Convection electric
field created by RIM is mapped along field lines calculated
by RAM‐SCB to obtain these values in the SM equatorial
plane. The plasma density and pressure at the outer bound-
ary of RAM‐SCB (a circle of radius 6.5 RE lying in the
SM equatorial plane) are extracted from BATS‐R‐US and
used to produce the particle flux assuming a Maxwellian,

isotropic particle distribution. When using multispecies MHD
and the PWOM, composition is obtained directly from the
model results. Otherwise, the empirical formula given by
Young et al. [1982] (dependent on F10.7 flux and Kp index)
is used to divide the MHD mass density into number density
for each of the three species required. Both methods con-
serve MHD mass density when calculating number density.
Temperature is obtained from the MHD pressure by using
the number density obtained after determining the compo-
sition. Magnetic field boundary conditions for the equilib-
rium code are taken from BATS‐R‐US; the process for
computing the field shell is outlined by Zaharia et al. [2010].
[22] To simplify this work, the same magnetic field

boundary conditions are used for all the RAM‐SCB simu-
lations and are taken from the single species, no PWOM
MHD simulation. This allows for a cleaner interpretation of
the results. This simplification likely has a minimal impact,
however, given that changing the outflow without a two‐
way coupled inner magnetosphere code has minimal impact
on the MHD field configuration [Zhang et al., 2007; Glocer
et al., 2009a; Welling and Ridley, 2010b]. Two papers com-
plementary to this work fully explore the issue of different
magnetic field configurations on the ring current [Jordanova
et al., 2010] and different outer boundary conditions on
RAM‐SCB results [Zaharia et al., 2010].
[23] Using this setup, the 31 August 2005 coronal mass

ejection (CME) event, a moderate storm whose minimum
hourly measured Dst was −131 (Figure 3, top), was modeled
using two different approaches. The first simulation was
performed using a single species, no PWOM approach. The
second used the multispecies approach with PWOM in order
to include realistic oxygen delivery to the ring current. The

Figure 3. A comparison between the single species MHD simulation without PWOM (blue solid lines)
and the multispecies simulation with PWOM (green dashed lines) in terms of (top) Dst index and (bottom)
cross polar cap potential. For reference, observed Dst (Figure 3, top, red dotted line) and AMIE CPCP
(Figure 3, bottom, red dotted line) are also included.
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two sets of results were compared against each other to
identify the main differences between ring current drivers
with and without the dynamic, causal ionospheric outflow.
The effects of these drivers on the ring current were
examined through the RAM‐SCB results. These simulations
were repeated with artificial changes to the drivers in order
to isolate the key driver‐effect relationships. While these
artificial changes are a powerful way to further probe the
relationship between ionospheric outflow and ring current
development, it breaks the self‐consistency of the calculated
drivers and should be interpreted with this in mind.

3. Results

[24] Figure 3 (top) shows the Dst resulting from the single
species global simulation without driven outflow (blue solid
line) and the multispecies global simulation with driven

outflow (green dashed line) along with the measured Dst
(red dotted line) for comparison. Dst in BATS‐R‐US is
calculated through a whole domain Biot‐Savart integral at
the center of the Earth; the performance without a two‐way
coupled inner magnetosphere model is typically very poor
[Zhang et al., 2007]. This is the case for both of these simu-
lations. Overall, the Dst values for both are similar through-
out the main phase of the storm. Though the two curves
begin to diverge after IMF BZ turns northward, this plot sup-
ports the assumption that the magnetospheric configuration,
especially in the inner magnetosphere, for both simulations
is very similar. The magnetic elevation angle at X = −6.6 RE

at 1700 UT is approximately 54° for both cases, demon-
strating that this is especially true near the outer boundary of
RAM‐SCB.
[25] The results of the single species BATS‐R‐US simu-

lation at a circle of radius 6.5 RE are summarized in Figure 4.

Figure 4. Summary of the single species, no PWOM ring current drivers and resulting Dst. The top three
frames are local time–universal time maps of total number density, percent oxygen by number, and tem-
perature, respectively. These values are the plasma sheet conditions that feed RAM‐SCB. The fourth and
fifth frames show IMF and solar wind drivers (as labeled). The bottom frame compares the resulting
RAM‐SCB calculated Dst to the observed Dst.

WELLING ET AL.: OUTFLOW AND RING CURRENT A00J19A00J19

6 of 15



These are the plasma sheet values used to set the outer
boundary conditions of RAM‐SCB. The top panel is a local
time–universal time map of the total plasma number density.
Each vertical slice yields the number density at a single
epoch but a range of local times, from local dusk (bottom of
frame) to local midnight (middle of frame) to local dawn
(top of frame), all at a constant radial distance of 6.5 RE.
Corresponding maps of composition as percent oxygen ions
by number density and total plasma temperature are shown
in the second and third frames from the top. The next two
panels show the solar wind drivers: IMF (fourth from top,
BZ in solid black and BY in dashed grey) and solar wind
number density and earthward velocity (second from bottom).
[26] The prevailing, macroscale behavior of the plasma

sheet along the outer boundary of RAM‐SCB follows the
patterns described by Welling and Ridley [2010b]. This
work found that in BATS‐R‐US, southward IMF drives
magnetic convection that brings plasma from the inner
boundary to the plasma sheet and heats it adiabatically as it
is brought earthward. During northward IMF conditions, the
ionospheric plasma (rather, the plasma originating from the
inner boundary) becomes cut off from the inner magneto-
sphere. Solar wind plasma becomes the dominant source as
it enters through the flanks. This plasma experiences little
adiabatic heating leading to a colder, denser plasma sheet.
Depending on the strength and direction of IMF BZ as well
as the solar wind ram pressure, these two processes act in
balance of each other to populate the plasma sheet. These
general patterns are found in Figure 4. Around 1200 UT, the
IMF turns and remains southward. Following this, around
1230 UT, the plasma sheet density drops while the temper-
ature increases. At 1900 UT, a short‐lived northward turn-
ing manages to cool the plasma at 1930 UT. The IMF turns
southward again, weakly at 1930 then strongly at 2000 UT,
then back northward at 2140. The plasma sheet tempera-
ture responds to each of these turnings, again with a delay
of 20–40 minutes. The delay is due to required travel time
from the code’s dayside boundary to the magnetopause and
as well as the time it takes for the magnetospheric response
to propagate to and around the 6.5 RE circle.
[27] There are regions where this pattern does not hold,

particularly at 1200, 2000, and 2250 UT. Each of these
epochs is marked by an increase in number density; the
latter two have a corresponding drop in plasma sheet tem-
perature. These events are caused by the release of plas-
moids from the MHD magnetotail with corresponding
dipolarizations of the closed field lines. Such events drive
cold, dense plasma injections at 6.6 RE. The reason the
plasma remains cold is very likely due to the lack of accu-
rate reconnection physics in ideal MHD, but further inves-
tigation of this and a contrast of these events to observed
magnetospheric substorms is beyond the scope of this paper.
[28] The one stand out feature of Figure 4 is the composi-

tion. Because it is set by the empirical formulation derived by
Young et al. [1982], it varies slowly temporally and not at all
spatially. oxygen makes up at least ∼13% of the total number
density at all times and at most ∼25%, ramping up then
decreasing slowly throughout the main phase of the storm.
These features are far less dynamic than those of the number
density and temperature. The empirical composition does not
show the responsiveness to the solar wind drivers displayed
by the MHD‐derived values (density and temperature).

[29] The bottom frame of Figure 4 uses the Dst index
to summarize the results of using these outer boundary
conditions to drive RAM‐SCB. The measured hourly index
is shown as a black dashed line, the Dst from RAM‐SCB,
computed through the Dessler‐Parker‐Sckopke relation
[Dessler and Parker, 1959; Sckopke, 1966], including cur-
rents induced in the diamagnetic Earth, is shown as a solid
blue line. RAM‐SCB over estimates Dst strongly. This is
most likely due to the dense plasma that is provided by
BATS‐R‐US.
[30] Figure 5 is the same as Figure 4, but for the global

simulation using multispecies MHD and driven outflow
using PWOM. The overall trends found in the single species
case are seen here, such as the density drop and temper-
ature increase as IMF turns southward at storm onset and
the cooling/warming of the plasma sheet with subsequent
turnings. Further similarities are seen in the plasmoid/
dipolarization events, observed in both simulations. Each
corresponds to a dropout in oxygen, implying a solar wind
source [Welling and Ridley, 2010b] that would explain the
associated temperature drop. The final event (2240 UT) is
far more pronounced than its single fluid counterpart. Again,
these issues are left to future studies that focus on substorm
dynamics and their MHD analogs.
[31] The percent O+ rises and falls through the main phase

of the storm, roughly the same as the empirically driven case.
However, the variability of composition is much stronger than
that of the empirically set simulation. At many times the
oxygen contribution is less than the empirically set case, but
at other times it is much more. The temporal differences are
compounded by spatial ones as the composition is now local
time–dependent.
[32] There appears to be an IMF By effect, as the periods

of strong positive (negative) By correlate with periods of
stronger oxygen contributions on the duskside (dawnside).
For example, around 1520 UT, By becomes moderately posi-
tive. Shortly after, beginning at 1600 UT, a strong injection
of O+ arrives, but is concentrated duskward of local mid-
night. As By becomes negative (1700 to 1800 UT), the
strongest contribution of oxygen moves toward the dawn-
side (1830 to 1900 UT). This again flips as By turns positive
at 1900 UT with the local time peak of O+ turning duskward
approximately 20 minutes after. Again, there is a delay
between the IMF at the upstream boundary of the code and
when the plasma sheet responds. None of these new local
and universal time complexities were obtained using the
empirically driven composition.
[33] Other differences continue to set the two simulations

apart. As the set density boundary conditions without PWOM
are very high, 28 cm−3 [Welling and Ridley, 2010b], the
total outflow is now lower with PWOM than without. Even
so, the total mass density has increased because oxygen is
now explicitly included. As such, the number density and
temperature have decreased compared to the single fluid, no
PWOM simulation. There are many small‐scale differences
in the overall patterns, likely due to the dynamic outflow
strength and spatial dynamics produced by PWOM that are
not obtained with a constant, smooth inner boundary. The
end result of these differences is a RAM‐SCB simulation
that underpredicts the Dst index (Figure 5, bottom frame).
[34] Figure 6 illustrates the results of the RAM‐SCB

simulations more closely. For simplicity, the RAM‐SCB
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simulation driven by the single species MHD without
PWOM is referred to as case 1; the simulation driven by
multispecies MHD with PWOM is referred to as case 2.
Cases 3 and 4, also shown in Figure 6, will be described
later. Figure 6 (top) compares the calculated Dst from each
of the first two simulations (case 1 in blue, case 2 in green,
observed Dst in dashed black). The following grid of dial
plots (Figure 6, bottom) shows the energy density as cal-
culated by RAM‐SCB as H+ contribution and O+ contri-
bution pairs. Each pair column is taken from a different
point in the storm: early storm (1400 UT), storm maximum
(1700 UT), and early recovery (2300 UT). Each row is taken
from a different simulation, with case 1 and case 2 on top
and second from top, respectively.
[35] The two simulations show interesting differences

throughout the main phase. At 1400 UT, it is already evident
that the multispecies driven simulation (case 2) is much
weaker. The pressure distributions cover a much narrower
radial and local time range compared to case 1. The H+ and

O+ maps appear to be scaled mirrors of each other (for the
empirically set composition of the single species run, this is
indeed the case.) At 1700 UT, subtle differences arise
between the energy density maps of the two species in case 2
that are not present in case 1 results. These differences can
be quantified by locating the peak of each map. In case 2,
the H+ energy peak is at a radial distance of 3 RE and post
noon (1400 LT), while the O+ peak is at 3.25 RE and pre-
midnight (2200 LT, an azimuthal difference of 120°). The
peaks for case 1 simulation are both located at 3.25 RE and a
local time of 2200. Finally, at 2300 UT (Figure 6, right), the
ring current has become much more symmetric for both
simulations. At this point, the field configuration of the two
global simulations begin to diverge, as seen in Figure 3.
Both release a plasmoid down tail, resulting in a dipolar-
ization of the field and a subsequent particle injection seen
in the top frames of Figures 4 and 5, the latter being more
pronounced. Returning to Figure 6, the injection is too small

Figure 5. Same as Figure 4 but for the multispecies simulation with PWOM.
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to notice in case 1 but manifests as a strong H+ injection in
case 2 results with no corresponding O+ injection.
[36] The differences in the energy density maps do not

correspond to great differences in the pitch angle distribu-
tions. Though some differences between the global distri-
bution of anisotropies were found, these were minor and
uninteresting. This is mostly due to the assumption of
isotropy that is made when calculating fluxes from the MHD
code at the outer boundary of RAM‐SCB.

3.1. Electric Field

[37] It is clear that many of the ring current differences
between case 1 and case 2 can be tied to the differences in
plasma number density and temperature (thus, flux) pro-
vided to the outer boundary of RAM‐SCB, but there are
other effects that must be considered as well, such as the
local time dynamics of O+ delivery. The question of the
relevance and importance of each effect rises. It is possible

Figure 6. Comparison of different RAM‐SCB simulations using (top) calculated Dst index and (bottom)
global energy density distribution. The energy density plots come in H+‐O+ pairs to show the contribution
of each species. The lines for case 2 and case 4 overlap and are nearly indistinguishable.
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to artificially change the RAM‐SCB drivers to separate and
assess each. While doing so breaks the self consistency
inherent in the creation of the drivers, it is still a useful
exercise for testing whether such effects are relevant and
their relative importance.
[38] One such effect is the reduced electric field resulting

from the inclusion of PWOM in the global simulation.
Figure 3 (bottom) shows the cross polar cap potential (CPCP)
for both simulations. When PWOM is added in case 2, the
CPCP is decreased by as much as 100 kV. This effect has
been observed by both Glocer et al. [2009a] and Winglee
et al. [2002]. To examine how reducing the convection
electric field impacts the ring current, the RAM‐SCB por-
tion of case 2 was repeated, but the electric field from case 1
was imposed instead of the weaker one produced in case 2.
[39] The results of this new simulation, case 3, are shown

in Figure 6, both in the top Dst plot and the third row of
energy density dial plots. The Dst is shown as a red line; the
combination of the enhanced convection electric field and
the PWOM outflow yields the best comparison to the
measured Dst. This may be misleading, however, because
contributions to the Dst outside of the RAM‐SCB domain
are not included in the calculation. Such contributions can
be significant [Turner and Baker, 2000; Ohtani et al., 2001;
Ganushkina et al., 2004], pushing the Dst from case 2 toward
more realistic values. The ring current, for both species
shown, has been intensified significantly from case 2 but has
not reached the overdriven levels of case 1. The shape is
similar to that of case 2.
[40] Figure 7 explores the differences when using the

stronger electric field more deeply. Each frame shows the
omnidirectional flux for H+ and O+ pairs at local noon, R =
3 RE (Figure 7, top) and R = 5 RE (Figure 7, bottom). Local
noon is chosen to clearly show fluxes of plasmas that have
evolved through the inner magnetosphere. Case 2 is shown
in Figure 7 (left), and case 3 is shown in Figure 7 (middle).
[41] During the first half of case 2, the storm time plasma

has not reached the dayside yet. The initial condition mate-
rial is still advecting through the code, so the two species
look very independent of each other. Around 1400 UT,
storm time plasma arrives. Both cooler, E × B as well as
warmer, gradient curvature drifting plasma is observed with
a clear stagnation point located between the two. The
warmer plasma arrives earlier, especially at R = 3 RE. At this
point, it becomes clear that the two species are strongly tied
to each other due to the multispecies, single fluid approach:
because each species has the same temperature, only the
magnitude is different, not the overall pattern.
[42] Increasing the convection electric field, as is done in

case 3, brings the cooler plasma to the dayside faster and
increases the width of the captured warm band. The reasons
are intuitive: the stronger electric field is able pull warmer
plasma deeper into the inner magnetosphere while acceler-
ating colder plasma. In doing so, the clear stagnation point
seen in case 2 is now blurred. The net effect is a stronger,
more energetic ring current.

3.2. Species Temperatures

[43] Figure 7 demonstrates an important issue when using a
multispecies, single fluid approach. The RAM‐SCB results
for each species can differentiate themselves in terms of

magnitude because they have different densities at the outer
boundary. However, because they have the same tempera-
ture, the energy distributions are still tied to one another.
This results in limited differences between the two species.
[44] To examine how removing this limitation may affect

the results here, case 2 was repeated, but the O+ temperature
is reduced by 50%. Fluxes are recomputed, and RAM‐SCB
is rerun, producing the case 4 results shown in Figure 6. The
Dst computed from this simulation is shown as a gray line,
but it is nearly impossible to distinguish from the Dst of
case 2. The energy density dial plots for this simulation,
seen in Figure 6 (bottom), show some minor differences
compared to case 2, but these are minimal. Omnidirectional
flux for case 4 is shown in Figure 7 (right). As expected, there
are no differences in the H+ fluxes from case 2, but clear
changes in the O+ fluxes. At R = 3 RE, there is an increase in
the captured cold flux. At R = 5 RE, the gradient curvature
drifting population is colder and weaker with a corresponding
slight increase in the E × B population. Clearly, the differ-
ences in particle distributions do not translate into strong
changes in the global ring current development. From these
results, it does not appear that separating the species tem-
peratures by lowering the O+ temperature has an important
effect. The effects may become more substantial in storms
that have higher O+ concentrations.

3.3. Local Time of Injections

[45] The final impact of first‐principles‐based outflow
and delivery to the ring current is that of the differences in
local time of the O+ concentrations. While case 1 delivers
O+ as a uniform percentage of the total number density,
case 2 delivers it in a spatially dynamic manner. This results
in periods of O+ concentrations at 6.5 RE that are sometimes
centered at midnight and sometimes concentrated toward the
dawnside or duskside. Such asymmetries can inject the
plasma on very different drift paths and can potentially affect
the development of the storm time ring current [Jordanova,
2006; Lavraud et al., 2008].
[46] To investigate this impact, focus returns to the case 1

simulation where the O+ concentration is uniform and sim-
ple to manipulate. The concentration is changed to only
allow O+ to be injected into different local time windows by
reducing the total number density outside of the window to a
very small value. Three windows were used: a dusk window
(1800–2100 LT), a midnight window (2200–0200), and a
dawn window (0300–0600). These edited boundary condi-
tions are used to perform three new RAM‐SCB simulations.
[47] Figure 8 compares the results from these three simu-

lations. The Dst for each, shown in Figure 8 (top), are
similar, but the dusk case is noticeably weaker than the
other two. Below the Dst plot are O+ energy density plots at
1700 UT for each case. The dusk case captures almost no
oxygen, the midnight case captures significant O+ over a
broad spatial range, and the dawn case captures even more
O+ over a narrow radial range.
[48] The explanation for the results shown in Figure 8 is

intuitive. For the dusk case, the oxygen ions are injected on
open drift paths and immediately gradient curvature drift out
of the simulation domain. In the other two cases, more
plasma is captured on closed drift paths, retaining more
energy in the ring current. The dawn case injects the O+ into
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a narrower band than the midnight case. Based on these
results, it is clear that the local time dynamics in the O+ play
a role in the development of the storm time ring current.

4. Conclusions and Discussion

[49] This study is the first to examine how first‐principles‐
based modeling of ionospheric outflow and its advection
through the global magnetosphere affect the development of
the main phase storm time ring current. Two global simu-
lations were performed to produce a set of ring current
drivers: one with single species MHD and ionospheric
electrodynamics that uses an empirical formula to set the
composition in the plasma sheet, another with single‐fluid,
multispecies MHD, ionospheric electrodynamics, and polar
wind outflow. Each domain was coupled together to pro-
vide a level of self‐consistency between the outflow and
the delivery to the ring current through the magnetosphere.
Several important differences in the ring current drivers
were discovered when outflow was included versus when
it was neglected.
[50] 1. The plasma sheet number density and temperature

were reduced when dynamic outflow was included.
[51] 2. O+ concentrations in the plasma sheet were far

more dynamic spatially, temporally, and in magnitude than
the case where composition was set by an empirical formula.
[52] 3. The cross polar cap potential drop is reduced sig-

nificantly when first‐principles outflow is included.
[53] The reasons for each of these are varied. The reduced

number density may be due to an underproduction of out-

flow in PWOM. Several mechanisms for the reduction of
CPCP, hence the dayside reconnection rate, have been
suggested. Winglee et al. [2002] suggested that the addi-
tional mass provided by O+ outflow reduces the overall
convection speed that can be obtained given the same
amount of momentum flux provided by the solar wind.
Glocer et al. [2009a] and Wiltberger et al. [2010] both went
further, noting that the greatest mass increase is near the
inner boundary of the MHD model, affecting the calculation
of the current toward the inner boundary thus the electric
potential in RIM. Finally, the local time variations appear to
be tied to IMF By; positive By pushing the stronger O+

concentrations toward the duskside, negative toward the
dawnside. It is well known that a strong By component can
rotate the plasma sheet about the x axis [Cowley, 1981;
Brecht et al., 1981; Walker et al., 1998]; this may move the
denser, oxygen‐rich portions of the sheet in and out of the
SM plane, leading to the asymmetries found here. By also
changes field aligned current and convection patterns [Lu
et al., 1994; Weimer, 1995] which may be changing the out-
flow pattern in PWOM. This, too, may lead to the asym-
metric O+ contribution to the plasma sheet. For each of these
processes, further investigation is required.
[54] The impact of the first‐principles obtained drivers

on the ring current was found to be significant. The energy
of the ring current was greatly reduced overall throughout
the main phase of the storm. The new complexities in the
composition transitioned to the spatial distribution of ring
current energy and decoupled the contribution to the total
energy by O+ from H+. This was not so in the single‐

Figure 8. Comparison between three RAM‐SCB simulations: one where O+ is relegated to a dusk local
time window along the outer boundary (dusk case), one where it is limited to a midnight centered window
(midnight case), and one where it is limited to a dawnside window (dawn case). (top) Comparison of the
Dst calculated from each simulation. (bottom) The O+ energy density at 1700 UT for each case is shown.
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species, no dynamic outflow case. In both cases, particle
energy spectra of O+ and H+ look very similar because both
species have the same temperature at the outer boundary.
This shortcoming cannot be overcome easily when using the
single fluid, multispecies MHD approach.
[55] To further evaluate the impact of the second and third

points listed above, additional simulations were performed
that isolate each. It was found that reducing the cross polar
cap potential has strong implications on the strength of the
ring current by reducing the amount of warm plasma that is
captured. It was also found that the local time of plasma
injection had an impact, though to a lesser extent. The fur-
ther duskward the plasma is injected at 6.5 RE, the more
likely it is to gradient curvature drift out of the domain and
not contribute to the ring current. These effects are not
captured unless a whole‐system, coupled, first‐principles‐
based approach is taken to produce input to the RAM‐SCB
code.
[56] These impacts are especially relevant for the

31 August 2005 event, the storm that is the focus of this
study and of great interest to the community. As there is a
nontrivial IMF By component throughout the storm, the
composition is asymmetric about local midnight. Much of
the O+ plasma is delivered toward the duskside, rendering it
incapable of contributing to the overall ring current energy
density. Additionally, it appears that the CPCP during this
storm as derived by Assimilative Mapping of Ionospheric
Electrodynamics (AMIE) [Ridley and Kihn, 2004] (Figure 3,
bottom, dotted red line) is closer to that predicted by the
multispecies and PWOM case (green dashed line) than the
higher values created by the non‐PWOM simulation (blue
solid line). There are a few periods, however, where the
AMIE CPCP reaches the level of the non‐PWOM case (e.g.,
1730 UT). These could cause injections that are missed
using the case 2 CPCP that would strengthen the ring cur-
rent and push the calculated Dst values toward the observed
values. It is clear that both of these effects are important
factors for correctly modeling this event.
[57] The methods used to isolate the impact of the sub-

stantial changes that result from including dynamic outflow
do a good job of illustrating the individual effects. However,
they break the self‐consistency that existed in the creation
of the original drivers. For example, using the increased
convection electric field to drive RAM‐SCB yet the original
plasma boundary conditions neglects the effect that this
increased potential would have on the rest of the system. A
stronger E × B velocity delivered to PWOM would increase
centrifugal acceleration [Cladis, 1986; Horwitz, 1987]; the
associated increase in field aligned currents would increase
the radial electron velocity in PWOM. Both lead to stronger
outflow, increasing the number density at the outer bound-
ary of RAM‐SCB, possibly creating the same over-
prediction of the ring current strength that was seen in the
single‐species, no outflow case. As such, it is difficult to
truly isolate each effect because of the feedback it will have
on the global system. The lack of self‐consistency must be
kept in mind while interpreting these results.
[58] This applies to the ring current as well. The one way

coupling used in this study neglects the many ways in which
the ring current feeds back into the global system. It has
been demonstrated that returning the pressure calculated by
a ring current code to the global MHD model can stretch the

global magnetic field to much more realistic values [De
Zeeuw et al., 2004], even more so when dynamic outflow
is included in the modeling suite [Glocer et al., 2009a,
2009b]. By pushing the nightside reconnection point down-
tail, increased adiabatic heating will occur, yielding warmer
plasma being fed into RAM‐SCB, changing the dynamics
of the ring current yet again. Finally, region 2 field aligned
currents add another dimension of complexities to the pic-
ture by changing the global electric field pattern in RIM and
changing the outflow in PWOM. Future work to complete
this coupling and investigate these new issues is vital for
validating the results here and broadening our understanding
of the system.
[59] A clear limitation both to this study and any using

the single‐fluid, multispecies approach is the single plasma
temperature for all species. It is expected that, due to the
geomagnetic spectrometry effect [Chappell et al., 1987], the
heavier ions will arrive at the central plasma sheet nearer to
the Earth than the lighter ions. This should lead to disparate
levels of adiabatic heating in the MHD model [Welling and
Ridley, 2010b], and thus different temperatures for each,
but a single fluid approach is incapable of separating flows
and temperatures. The ad hoc method used here of indis-
criminately reducing O+ temperature by 50% did not have
a significant effect on the ring current, but leaves open
questions concerning a realistic case where species tem-
peratures are truly decoupled spatially and temporally. In the
future, a multifluid approach will be required to thoroughly
investigate the importance of this.
[60] Despite these shortcomings, it is clear that iono-

spheric outflow affects the development of the storm time
ring current in several complicated ways. Outflow cannot be
treated as a black box source of oxygen ions when modeling
the inner magnetosphere. The whole system must be taken
into account in order to capture all of the interworking
dynamics.
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