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[1] The cloud products from the Moderate Resolution Imaging Spectroradiometers
(MODIS) on Terra and Aqua have been widely used within the atmospheric research
community. The retrieval algorithms, however, oftentimes have difficulty detecting and
retrieving thin cirrus, due to sensitivities to surface reflectance. Conversely, the 1.38 mm
channel, located within a strong water vapor absorption band, is quite useful for detecting
thin cirrus clouds since the signal from the surface can be blocked or substantially
attenuated by the absorption of atmospheric water vapor below cirrus. This channel,
however, suffers from nonnegligible attenuation due to the water vapor located above and
within the cloud layer. Here we provide details of a new technique pairing the 1.38 mm and
1.24 mm channels to estimate the above/in‐cloud water vapor attenuation and to
subsequently retrieve thin cirrus optical thickness (t) from attenuation‐corrected 1.38 mm
reflectance measurements. In selected oceanic cases, this approach is found to increase
cirrus retrievals by up to 38% over MOD06. For these cases, baseline 1.38 mm retrieval
uncertainties are estimated to be between 15 and 20% for moderately thick cirrus (t > 1),
with the largest error source being the unknown cloud effective particle radius, which is not
retrieved with the described technique. Uncertainties increase to around 90% for the
thinnest clouds (t < 0.5) where instrument and surface uncertainties dominate.
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1. Introduction

[2] Clouds have for some time been identified as a sig-
nificant source of uncertainty in atmospheric and climate
research. As such, there have been substantial efforts in
recent years to better determine cloud optical and micro-
physical properties (e.g., optical thickness, effective particle
radius, and water path) from satellite [Buriez et al., 1997;
Sherwood, 2002; Kahn et al., 2008; Austin et al., 2009;
Winker et al., 2009], aircraft [Baum et al., 2000; Jensen and
Pfister, 2005], and ground‐based platforms [Mace et al.,
2005]. Such efforts are of great importance, particularly
for characterizing cloud radiative properties and, ultimately,
estimating cloud radiative effects, which are a function of
both optical thickness and effective particle size [Schmidt et
al., 2007, 2009; Oreopoulos et al., 2009].
[3] Over the past 10 years, data from MODIS on board

the Terra and Aqua satellites have proven useful for global
studies of cloud properties at high spatial scales. Specifi-
cally, the MODIS Level‐2 cloud optical and microphysical
retrieval algorithm, designated MOD06 and MYD06 for
MODIS Terra and Aqua, respectively, [Platnick et al., 2003;

King et al., 2010; Wind et al., 2010; King et al., 1998, 2006]
provides, among other parameters, cloud optical thickness
and effective particle radius at the pixel‐level scale (1km at
nadir), with aggregation to a global 1° scale in the Level‐3
product (MOD08/MYD08). It is known, however, that
MOD06 (for simplicity, further references to MOD06 will
include MYD06 as the algorithms for Terra and Aqua are
the same), and in many instances the MODIS cloud mask
(MOD35), often fail for cases of thin cirrus [Dessler and
Yang, 2003; Ackerman et al., 2008; Holz et al., 2008; Lee
et al., 2009]. This is due in part to the fact that passive
sensors, such as MODIS, oftentimes find it difficult to dis-
tinguish the relatively small signal of thin cirrus from
background surface effects, specifically in the visible
through shortwave infrared wavelengths used for MOD06
optical property retrievals. This surface sensitivity, however,
is drastically reduced, if not completely eliminated, in the
1.38 mm channel (MODIS band 26). The 1.38 mm channel is
located within a strong water vapor absorption band; thus,
with adequate column water vapor amount, any solar radi-
ation not reflected by high‐altitude clouds (e.g., cirrus) can
be completely absorbed by the underlying atmosphere. This
absorption acts to effectively screen lower clouds and the
surface. These unique characteristics enable thin cirrus cloud
detection using reflectance measurements at 1.38 mm [Gao
et al., 1993].
[4] Previous studies have demonstrated the utility of the

1.38 mm channel for thin cirrus detection [Gao et al., 2002;
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Roskovensky and Liou, 2003]. A Terra MODIS analysis by
Dessler and Yang [2003] found that, over the tropics, thin
cirrus clouds were detectable (i.e., optical thickness greater
than 0.02) by the 1.38 mm channel in roughly one third of
the pixels determined to be clear sky by the MODIS cloud
mask in two 3 day periods from December 2000 and June
2001. Likewise, Lee et al. [2009], analyzing 1 year of Aqua
MODIS 1.38 mm reflectance data from June 2005 through
May 2006, found that over 40% of the clear‐sky pixels
(as determined by the MODIS cloud mask) contain detectible
thin cirrus. It should be noted that these studies focused
solely on thin cirrus cases in which the cloud mask, which
has a detection limit near an optical thickness of approxi-
mately 0.3 [Ackerman et al., 2008], determines the scene to
be clear sky. For MOD06 cloud optical properties retrievals,
which only attempt retrievals for pixels deemed cloudy by
the cloud mask, a supplemental 1.38 mm retrieval can
potentially add a significant number of thin cirrus retrievals
and provide a more complete characterization of global cloud
statistics.
[5] It has previously been shown that reflectance mea-

surements at 1.38 mm are useful in quantitatively deter-
mining cloud optical thickness [Meyer et al., 2004, 2007].
However, because up to 10% of the atmospheric water
vapor may reside above and within the cirrus layer, there
exists a nonnegligible attenuation for which the 1.38 mm
reflectance must be properly corrected. In those previous
studies, this attenuation was accounted for by means of a
large‐scale empirical approach [Gao et al., 2002], in which
1.38 mm is paired with a visible window channel, namely
0.66 mm, over a large subset of observations. A single
scaling factor, used as a proxy for the net water vapor
transmittance, is computed from this subset, and is applied
at the pixel level using a simple linear interpolation scheme.
In the present study, the underlying concepts of this large‐
scale empirical approach are applied at the pixel level, i.e.,
computing independent scaling factors at each pixel. This
has several advantages over the large‐scale approach,
including enabling pixel‐level estimates of retrieval uncer-
tainty. It should be noted, however, that the 1.38 mm
channel exhibits some sensitivity to cloud microphysics, a
result of slight absorption by ice crystals at this wavelength
[Kou et al., 1993; Yang et al., 2000]. Consequently, because
the 1.38 mm retrieval is intended for cases in which
MOD06 fails, and thus no a priori microphysics informa-
tion is available, assumptions regarding effective particle
size distributions are required, which may adversely affect
retrieval uncertainties. Furthermore, for drier atmospheres
(e.g., column precipitable water approximately less than
about 0.5 cm), contamination by lower clouds or the surface
is problematic, yet can potentially be alleviated through
various screening methods (such as setting thresholds on
column precipitable water or top‐of‐atmosphere to surface
two‐way path transmittance).
[6] Subsequently a research‐level algorithm has been

developed that pairs the 1.38 mm channel with the non-
absorbing 1.24 mm window channel (MODIS band 5) to
estimate the above and in‐cloud water vapor attenuation on
a pixel‐level basis, from which the 1.38 mm reflectance can
be corrected and cirrus optical thickness derived. In section
2, cirrus detection using the 1.38 mm channel is discussed.
In particular, the methods for estimating the above‐cloud

water vapor attenuation, the optical thickness retrieval
methodology, and retrieval uncertainty estimation will be
detailed. In section 3, two case studies will be presented to
illustrate the capability of the new 1.38 mm retrieval.
Section 4 describes the estimation of retrieval uncertainty.
Finally, the summary and conclusions are discussed in
section 5.

2. Cirrus Detection With 1.38 mm
[7] Because the 1.38 mm channel is quite sensitive to thin

cirrus (and, in turn, cirrus optical thickness), it can poten-
tially be used to retrieve properties for clouds that otherwise
would have been missed by MOD35 and MOD06. The
utility of this channel is illustrated in Figure 1. Figure 1a
shows the true color RGB image of a Terra MODIS granule
taken over South America on 21 October 2007 (1400 UTC).
Focus on the region of cirrus “fingers” over southern
Brazil, bounded by the red box (upper right). The cloud
mask product (MOD35) is shown in Figure 1b. Comparing
MOD35 to the pixels with measurable 1.38 mm reflectance
in Figure 1c, it is quite evident that, in this case, the cloud
products miss possible thin cirrus. This is further illustrated
in Figure 1d, a plot of the extent of MOD06 cloud retrievals
(red) alongwith potential additional thin cirrus detection from
1.38 mm (green). Note here that the 1.38 mm observations
have been screened using the MODIS reflectance uncertainty
indexes (UI) provided within theMODIS Level‐1b calibrated
radiance/reflectance files for data reliability. The MODIS UI,
consisting of integers ranging from 0 to 15, is computed from
the pixel‐level radiometric uncertainties (and thus can be
scaled back to relative uncertainty in percent of reflectance),
with 0 (15) representing the smallest (largest) uncertainties.
Typically, pixels with a UI of 15 are unusable, and should be
discarded [Xiong et al., 2005].
[8] Despite the evident thin cirrus detection capabilities of

the 1.38 mm channel, and the potential for improving
MOD06 with supplemental optical thickness retrievals, a
significant obstacle remains. In particular, quantifying and
correcting for the above and in‐cloud water vapor attenua-
tion at 1.38 mm. Two approaches to this problem are
detailed below, namely, the large‐scale “cirrus reflectance”
approach, and the new pixel‐level approach. A brief dis-
cussion of the thin cirrus cloud optical thickness retrieval
methodology follows.

2.1. The “Cirrus Reflectance” Approach

[9] Assuming a homogeneous thin cirrus cloud layer
located above a “virtual surface” (the cumulative effects of
surface, low cloud, aerosol reflectance, and molecular
scattering), the reflectance R(l) measured by a satellite
sensor at wavelength l can be written in simplified form,
omitting zenith (m, m0) and azimuth (�, �0) dependencies for
simplicity, as [Gao et al., 2002]

R �ð Þ ¼ TwRc �ð Þ þ TwRvs �ð Þ; ð1Þ

where Rc(l) is the reflectance of the cirrus cloud, Tw is the
two‐way water vapor transmittance above and within the
cloud, and Rvs(l) is the reflectance contribution of the
“virtual surface” (note that this term accounts for the virtual
surface albedo, as well as the downward and upwelling
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diffused transmittances of the cloud). If at l = 1.38 mm,
because of its location in a strong water vapor absorption
band, Rvs becomes zero (complete absorption by the water
vapor below the cirrus layer), then equation (1) further
simplifies to

R 1:38�mð Þ ¼ TwRc 1:38�mð Þ: ð2Þ

[10] Furthermore, it has been found that, for reflectance
due to cirrus clouds in a transparent atmosphere with no
surface reflection, there is a linear relationship between 1.38
mm and channels between 0.4 and 1.0 mm [Gao et al.,
1998]. Specifically,

Rc 1:38�mð Þ ¼ aRc 0:4 < � < 1:0�mð Þ; ð3Þ

where Rc(1.38 mm) and Rc(0.4 < l < 1.0 mm) are the cirrus
cloud reflectances at 1.38 mm and a channel between 0.4
and 1.0 mm, respectively, and a is a scale factor (smaller
than 1.0) required to account for weak ice crystal absorption
at 1.38 mm [Gao et al., 1998]. In practice, it is assumed that
a ≈ 1 (i.e., near 1‐to‐1 relationship in equation (3)), and is
held constant for all retrievals.

[11] Inserting equation (3) into equation (2) yields the
basic equation for cirrus reflectance in the spectral region
between 0.4–1.0 mm, namely,

Rc 0:4 < � < 1:0�mð Þ ¼ 1

G
R 1:38�mð Þ; ð4aÞ

where

G ¼ Twa ð4bÞ

This effectively reduces the equation to one unknown, since
R(1.38 mm) is a measured quantity [Gao et al., 2002].
[12] In the cirrus reflectance approach, the parameter G in

equation (4b) is derived using a bispectral scatterplot tech-
nique pairing 1.38 mm with a visible channel (in practice
0.66 mm). A given scene obtained from satellite observa-
tions, here a granule of MODIS data, is divided evenly into
16 subscenes, or subgranules. The value of G for each
subgranule is determined from the slope of the R(1.38 mm)
versus R(0.66 mm) scatterplot. This technique is illustrated
in Figure 2, a sample granule taken from Terra MODIS on
21 October 2007 at 1400 UTC. Figure 2a shows the true
color RGB composite, with red grid lines denoting the 16
subgranules. The reflectance scatterplot of the subgranule

Figure 1. Cirrus detection with the 1.38 mm channel. (a) RGB for Terra MODIS granule taken on
21 October 2007 (1400 UTC). (b) MOD35 cloud mask for region bound by red box in Figure 1a.
(c) “Cloudy” pixels determined from measureable 1.38 mm reflectance. (d) Pixels with a successful
MOD06 ice cloud optical thickness retrieval (red), with potential additional thin cirrus retrievals from the
1.38 mm channel (green).
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highlighted in yellow is shown in Figure 2b. Here the slope
of the red line is the G parameter. To avoid a “chessboard”
effect resulting from granule subdivision, a weighted inter-
polation scheme is used to approximate G at pixel level from
the surrounding subgranule values of G [Gao et al., 2002].
The resulting visible cirrus reflectance can then be con-
verted, by means of a precalculated look‐up library, to cirrus
cloud optical thickness [Meyer et al., 2004, 2007].
[13] It has become evident, however, that, while the cirrus

reflectance method is useful for general cirrus/high cloud
applications, the applicability of the approach for thin cirrus
optical thickness retrievals can be quite limited. For
instance, Figure 2b illustrates an ideal case, with a clear
delineation between ice clouds (the pixels tightly clustered
near the red line) and the underlying surface and low‐level
water clouds (the pixels near the bottom of Figure 2b).
Introducing complexity (e.g., varying cloud heights, thick-
nesses and particle effective sizes, multilayer clouds) into
the subgranule, such as that shown in Figure 2c (corre-
sponding to the blue highlighted subgranule in Figure 2a),
introduces a number of issues that inhibit the cirrus reflec-
tance approach. First, it is evident that the G value calculated
for this subgranule (shown as the red line) is highly influ-
enced by the thicker clouds, and thus provides little infor-
mation for thin cirrus (note that adjustments to various
thresholds can potentially alleviate this problem). Second,
forward radiative transfer (RT) calculations have shown that
the scale factor a in equation (4b) is dependent on effective
particle size (and to a much lesser extent on optical thick-
ness, which is discussed below in section 2.3). Thus, G may
not provide sufficient information about the pixel‐level
water vapor attenuation for subgranules in which particle
size varies widely. In light of this size sensitivity, the
assumption of a near 1‐to‐1 linear relationship between 1.38
and 0.66 mm cirrus cloud reflectance is problematic. Third,
and perhaps most important in terms of retrieval develop-

ment, pixel‐level retrieval uncertainties, accounting for
uncertainty components such as sensor calibration and
effective size sensitivity, are difficult to estimate for a large‐
scale statistical technique such as the cirrus reflectance
approach. It is therefore necessary to develop an alternate
approach to estimate the above and in‐cloud water vapor
attenuation at 1.38 mm.
[14] Closer examination of the scatterplot in Figure 2b

reveals a potential solution. Intuitively, as cloudy pixels
become more optically thin (i.e., reflectance decreases), the
scatterplot converges to the clear‐sky reflectance at both
wavelengths. Indeed, in Figure 2b the plot converges to a
0.66 mm reflectance of roughly 0.025, a value characteristic
of direct solar illumination of an ocean surface away from
the Sun glint region (note that in this case, 1.38 mm con-
verges to zero, a result of complete absorption by the
underlying atmospheric water vapor for the granule being
considered). Assuming that the clear‐sky window channel
reflectance for each cloudy pixel can be estimated with a
specified uncertainty, it therefore becomes possible to, in
turn, estimate above/in‐cloud water vapor transmittance for
the 1.38 mm signal on a pixel‐level basis.

2.2. The Pixel‐Level 1.38 mm Approach

[15] Subsequently, a new bispectral technique (hereafter
referred to as the 1.38 mm retrieval) has been developed to
estimate the above and in‐cloud water vapor attenuation at
pixel level using the 1.38 mm channel and a visible or
shortwave infrared window channel. Conceptually, this
approach contains implicit assumptions similar to the cirrus
reflectance approach (namely, thin optical thickness con-
vergence to the clear‐sky reflectance). For a given thin
cirrus cloudy pixel, the clear‐sky reflectance at the selected
window channel is estimated from an assumed (or modeled)
spectral surface reflectance and ancillary atmospheric pro-
file. A slope, G, is then calculated from the estimated clear‐

Figure 2. The cirrus reflectance approach. (a) MODIS RGB from Terra on 21 October 2007, with red
grid lines denoting subgranule boundaries for slope calculations. (b) Reflectance scatterplot correspond-
ing to the subgranule bounded by the yellow box in Figure 2a, with a red line denoting the calculated
slope (G). Here ice cloud pixels are those closely clustered around the red line; lower water cloud pixels
are clustered near the bottom of the plot. (c) Scatterplot corresponding to the complex subgranule
bounded by the blue box in Figure 2a, illustrating the limitations of the large‐scale empirical cirrus reflec-
tance approach.
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sky and observed cloudy reflectances (similar in concept to
the red line in Figure 2b, drawn through each observed
cloudy pixel reflectance pair), such that

G ¼ R 1:38�mð Þ
R windowð Þ � Rclr windowð Þ ; ð5Þ

where R(1.38mm) and R(window) are the measured 1.38 mm
and window channel reflectances, respectively, and
Rclr(window) is the estimated clear‐sky window channel
reflectance (itself a function of the window channel surface
albedo and slight atmospheric attenuation or scattering (e.g.,
aerosols), and molecular scattering).
[16] Under the near‐linear 1‐to‐1 assumptions of Gao et

al. [2002], the slope G would be the estimated transmit-
tance proxy. However, because this assumption does not
account for the effective particle size sensitivity of G, a size‐
dependent scaling factor (Gm, similar in function to the scale
factor a in equation (3)) must be introduced. This scaling
factor, however, cannot be provided by observations, but
must be obtained from forward RT calculations. In practice,
this can be accomplished with a standard 1D RT code, for
example, the discrete ordinates radiative transfer (DISORT)
method [Stamnes et al., 1988], coupled with ice cloud bulk
scattering property models. Here the ice models developed
for the MOD06 Collection 5 processing stream [Baum et al.,
2005a, 2005b] are used. Cirrus cloud reflectances for a
range of effective radii and optical thicknesses within a
transparent atmosphere, and over a surface with specified
window channel reflectance, are then calculated. Thus

Gm �; reð Þ ¼ Rm 1:38�m; �; reð Þ
Rm window; �; reð Þ � Rclr windowð Þ ; ð6Þ

where Rm(1.38mm,t,re) and Rm(window,t,re) are the mod-
eled 1.38 mm and window channel reflectances, respec-

tively, for a cirrus cloud with optical thickness t and
effective radius re. The above/in‐cloud two‐way water
vapor transmittance at 1.38 mm (Tw) can then be estimated in
a manner similar to equation (4b), such that:

Tw ¼ G
�

Gm : ð7Þ

Finally, inserting equation (7) into equation (2) yields the
corrected 1.38 mm reflectance, Rc(1.38mm).
[17] Because 1.38 mm is somewhat sensitive to the cloud

microphysics, and there is no a priori effective size infor-
mation for pixels lacking MOD06 retrievals, it is desirable to
reduce the sensitivity to effective particle size. In Figure 3,
modeled scaling factor values (Gm), calculated assuming a
surface diffuse albedo of 5%, are plotted versus ice particle
effective radius (re) for four band combinations (0.66/1.38mm,
0.86/1.38 mm, 0.94/1.38 mm, and 1.24/1.38 mm). It is quite
evident from Figure 3 that the 1.24/1.38 mm channel combi-
nation (dash‐dotted line) exhibits a remarkable minimization
to the size sensitivity. This is due in large part to the close
spectral proximity of the two wavelengths, which results in
minimal differences in their respective scattering properties,
e.g., single‐scattering albedo,w0, and asymmetry parameter, g.
Note that the size sensitivities of the other band combinations
result from differences in w0 between 1.38 mm and 0.66, 0.86,
and 0.94 mm (the bulk scattering properties at both 1.24 mm
and 1.38 mm have smaller w0 due to ice crystal absorption,
which intensifies with increasing particle size).
[18] Furthermore, Figure 4 shows that the 1.24/1.38 mm

channel combination (again the dash‐dotted line) minimizes
the uncertainty and bias of the estimated above/in‐cloud
water vapor transmittance. Here simulated satellite‐mea-
sured reflectances are calculated for a variety of single‐layer
cirrus cloud scenarios, assuming a cloudy tropical ocean
atmospheric profile [Wind et al., 2010]. For the RT calcu-
lations, the absorption of atmospheric gases is accounted for
using the correlated‐k routines of Kratz [1995]. Specifically,
the cirrus scenarios include combinations of three cloud
physical thicknesses (1, 2, 3 km), four cloud top heights (12,
13, 14, 15 km), nine ice effective particle radii (10 to 50 mm),
13 optical thicknesses (0.1 to 20.0), and 12 view geometries
(selected to represent a typical tropical ocean MODIS
granule). The above/in‐cloud water vapor transmittance for
each scenario is then estimated with the pixel‐level approach,
and the error (relative to the actual transmittance) is then
determined. It is clear that, by minimizing the size sensitivity,
as well as the uncertainty and bias of the estimated trans-
mittance, the 1.24/1.38 mm combination is the optimal band
pairing. In addition, compared to 0.66 mm, and to a lesser
extent 0.86 mm, Rayleigh scattering is negligible at 1.24 mm;
thus, an additional Rayleigh correction, which can poten-
tially increase retrieval uncertainty, is unnecessary. Conse-
quently, 1.24 mm has been selected as the window channel in
equations (4) and (5), and a look‐up library of Gm values has
been constructed for various effective particle radii, surface
reflectance, and cloud optical thickness.

2.3. Retrieving Thin Cirrus Cloud Optical Thickness

[19] Once the above/in‐cloud water vapor transmittance is
estimated, and the measured 1.38 mm reflectance is cor-
rected, the thin cirrus optical thickness can be retrieved

Figure 3. Modeled scaling factor (Gm) dependence on ice
particle effective size, assuming a surface diffuse albedo
of 5%, for the four wavelengths considered for 1.38 mm
water vapor transmittance estimation. Due to close spectral
proximity (and hence similar ice cloud bulk‐scattering prop-
erties), the 1.24/1.38 mm pair minimize slope dependence on
effective size.
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following a straightforward look‐up table (LUT) approach.
It should be noted here that the present retrieval in fact
differs from previous efforts [Meyer et al., 2004, 2007],
which derived cirrus optical thickness from the conventional
“cirrus reflectance” approach based on the pairing of a
visible (i.e., 0.66 mm) band with the 1.38 mm band. The
look‐up tables contain cirrus cloud bidirectional reflectances
for 18 particle effective radii (5 to 90 mm), 23 optical
thicknesses (0.002 to 100.0), 16 solar and sensor zenith
angles (0 to 75°), and 19 relative azimuth angles (0 to 180°).
The bidirectional reflectance LUTs are generated from the
MOD06 Collection 5 ice models [Baum et al., 2005a,
2005b] under the assumption of a cirrus cloud located
within a transparent atmosphere over a nonreflecting sur-
face. It is known that ice crystal microphysics can vary with
changing cloud characteristics such as age, thickness and
location, and thus thin cirrus clouds may not be ideally re-
presented by the MOD06 Collection 5 ice models; never-
theless, these models are chosen such that the 1.38 mm
approach remains consistent with MOD06. In addition,
because the 1.38 mm channel is sensitive to particle effective
size, and no a priori size information is available for thin
cirrus not retrieved by MOD06, a single size is assumed for
all retrievals. Here an effective radius of 30 mm is assumed,
which roughly corresponds to the mode of the global dis-
tribution of Aqua MODIS effective radius retrievals (this is
also consistent with the assumption made for MOD06
“partial” retrievals, i.e., pixels that fail to find a physical
effective radius within the look‐up table space). The com-
plete retrieval algorithm (including water vapor transmit-
tance estimation) has subsequently been integrated within a
research‐level MOD06 code.
[20] The pixel‐level water vapor transmittance estimation

requires ancillary information, such as surface albedo,
atmospheric profile, etc., for calculating both G and Gm. At

present, retrievals are restricted to ocean cases, where
atmospheric water vapor content is large, and also cases
where the surface is relatively dark at 1.24 mm. For ocean
cases, the surface albedo can be defined one of two ways.
One is to assume a Lambertian surface (i.e., angular inde-
pendence) with a fixed albedo. This is the assumption used
in the current MOD06 algorithm, in which the ocean albedo
is fixed at 5%, a value typical of the surface under diffuse
illumination. Yet this assumption can be problematic, par-
ticularly for thin cirrus. For moderately thick clouds, the
diffuse component dominates; as cloud optical thickness
decreases, however, the direct component gains importance,
eventually dominating for very thin clouds. Because the
1.38 mm retrieval is intended mainly for failed MOD06 re-
trievals, presumably with very thin cirrus, it is critical to
assume an appropriate surface albedo at 1.24 mm. Here the
albedo is estimated using a Cox‐Munk approach [Cox and
Munk, 1954a, 1954b] for calculating the ocean surface
bidirectional reflectance distribution function (BRDF).
Thus, the angular dependence of ocean surface reflectance
under direct illumination can be captured (this is of partic-
ular importance over Sun glint regions, where surface
reflection can be much higher than the 5% diffuse albedo).
[21] Atmospheric profile information, used to estimate the

slight atmospheric attenuation at 1.24 mm, is obtained from
the National Centers for Environmental Prediction (NCEP)
global model reanalyses. The Cox‐Munk approach itself
requires additional ancillary information, specifically the
wind speed and direction (in addition to the solar/sensor
angle information). Wind speed is derived from the com-
ponent surface winds obtained directly from NCEP re-
analyses; for simplicity, wind direction is fixed to the solar
angle (i.e., from the direction of the Sun). These ancillary
data are obtained through (and most are presently used by)
the MOD06 optical property retrieval algorithm.

Figure 4. Histogram of relative path transmittance errors estimated from forward RT calculations. Note
that the 1.24/1.38 mm combination is centered near zero.
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[22] Because the estimation of water vapor transmittance
(Tw) exhibits a small sensitivity to optical thickness (due
primarily to the surface contribution to thin cirrus reflec-
tance at 1.24 mm resulting in Gm sensitivity to optical
thickness), implementing the retrieval technique requires an
iterative approach. First, the data are filtered using the
uncertainty index (UI), a pixel‐level parameter provided
within the MODIS Level‐1b data set, to remove expected
noisy pixels. A “first guess” optical thickness is then cal-
culated from the measured 1.38 mm reflectance using the
single‐scatter approximation. Next, the appropriate Gm is
selected corresponding to this optical thickness and esti-
mated surface reflectance, and the above/in‐cloud water
vapor attenuation at 1.38 mm is estimated. The 1.38 mm
reflectance is then corrected and converted to optical
thickness via the cirrus bidirectional reflectance LUT.
Finally, this optical thickness is compared with the initial
guess. If the difference is sufficiently small (for instance,
relative difference less than 0.1%), then the retrieval is said
to have converged, and this optical thickness is reported as
the retrieved value; otherwise, a new Gm is selected corre-
sponding to the retrieved optical thickness, and the retrieval
proceeds until optical thickness converges (typically within
3 to 4 iterations).
[23] Since the 1.38 mm retrieval is limited to cases in

which the measured 1.38 mm reflectance is due solely to
cirrus clouds, it is important that, prior to any retrieval
attempt, each pixel is vigorously screened to establish
confidence that there is no surface or low‐cloud contami-
nation. Perhaps the most significant screening technique is
filtering with the Level‐1b UI, such that pixels with large
reflectance uncertainty (i.e., UI = 15), and, typically, very
small reflectance, are discarded. Because surface contami-
nation often manifests itself as very small 1.38 mm reflec-
tance, UI filtering can in fact remove significant numbers of
surface‐contaminated pixels. In addition, a second screening
technique can be used, in which column two‐way path
transmittance at 1.38 mm is estimated from the NCEP
atmospheric profile; here pixels with nonnegligible trans-
mittance are discarded. It should be noted that further
refinement of these and other screening techniques is
required before the 1.38 mm approach is applied for global

retrievals. In section 3, the applicability of the 1.38 mm
approach is illustrated using two case studies.

3. Case Studies

[24] Here two case studies from Aqua MODIS are pre-
sented, one off the coast of Japan on 14 April 2009 (0320
UTC), the other over the western Pacific Ocean on 21October
2009 (0510 UTC). Both cases involve scenes with very thin
to moderately thick single‐layer cirrus clouds, as well as
sufficiently moist atmospheres such that the surface is com-
pletely screened at 1.38 mm.

3.1. The 14 April 2009 Case

[25] Figure 5a shows the true color RGB composite for an
Aqua MODIS granule off the coast of Japan on 14 April
2009 at 0320 UTC. Here a small region of single‐layer
cirrus is visible within the red‐bounded box at the southern
end of the granule. Note the presence of Sun glint in the
clear‐sky region lying to the west–southwest of the cirrus
region. The cirrus clouds are located over the transition zone
between the peak Sun glint and the dark ocean, underscoring
the importance of having an ocean surface BRDF. Mean
column precipitable water for the subregion, taken from
the NCEP reanalyses, is 1.3 cm, a sufficiently large value
for complete 1.38 mm atmospheric absorption (generally,
precipitable water values less than approximately 0.5 cm
can result in surface and low‐level cloud contamination at
1.38 mm).
[26] The MOD06 (operational retrieval, ocean surface

diffuse albedo fixed at 5%) and 1.38 mm ice cloud optical
thickness retrievals for the red outlined subregion in Figure
5a are shown in Figures 5b and 5c, respectively. Note here
that MOD06 “partial” retrievals, which typically correspond
to the thinnest clouds retrieved by MOD06, are included in
Figure 5b (such pixels are not included in the global MODIS
Level‐3 aggregated statistics). It is evident from comparing
the two images that the 1.38 mm approach produces a
noticeably larger number of thin cirrus retrievals (shown as
shades of violet) than does MOD06 (an approximate 38%
increase).

Figure 5. Optical thickness retrievals for the 14 April 2009 case study (0320 UTC). (a) MODIS RGB
from Aqua. The red outlined region denotes the area of interest. (b) MOD06 retrieved ice cloud optical
thickness. (c) Retrieved optical thickness from the 1.38 mm approach.
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[27] The increased number of retrievals is further illus-
trated by the histograms of retrieved optical thickness,
shown in Figure 6. Here the 1.38 mm and MOD06 retrievals
are denoted by the solid and dashed lines, respectively. First,
note that the 1.38 mm algorithm produces more retrievals at
all optical thicknesses, except within the smallest two opti-
cal thickness bins. Also note the double peak in the MOD06
histogram. The secondary peak at smaller optical thick-
nesses is in fact due to partial retrievals, a result of over-
estimating the surface albedo (therefore overestimating the
surface contribution in the MODIS observations). Fixing the
1.24 mm ocean surface albedo within MOD06 to the mean
Cox‐Munk BRDF value within the retrieval region
(approximately 1%, much smaller than the operational
assumption of 5% for diffuse surface illumination) results in
a retrieved optical thickness histogram shown as the dotted
line in Figure 6. Note here that the MOD06 retrievals have
been shifted to larger optical thicknesses, and the secondary
peak is removed (in addition, the partial retrievals become
full retrievals). Note also that there are currently no aerosol
effects in the MOD06 LUTs; MOD06 Collection 6 will,
however, include aerosol effects, assuming a taerosol of 0.1
in the marine boundary layer. It is evident that with a pre-
sumably more realistic surface albedo estimate, the 1.38 mm
approach produces significantly more thin cirrus retrievals.
[28] Also plotted in Figure 6 is the range of optical

thickness (i.e., ± 1 standard deviation, centered at the
retrieval mean) retrieved by CALIPSO over the subregion,
shown as the solid horizontal line, derived from the Version
3 level 2 5 km Cloud Layer product [Young et al., 2008].
Note here that the only retrievals considered are those in
which the CALIPSO cloud profiles are not totally attenuated,

such that the retrieved optical thickness corresponds to the
entire cloud depth. The dotted horizontal line is the 1.38 mm
retrieved optical thickness range for the MODIS pixels
nearest the CALIPSO ground track that correspond to the
non‐totally‐attenuating CALIPSO cloud profiles. Here the
mean of the CALIPSO optical thickness retrievals (72 total
pixels) is approximately 0.57, while the MODIS 1.38 mm
retrieval mean is much larger, near 1.4.
[29] For this case, the CALIPSO retrieval range lies within

both the MOD06 and 1.38 mm retrieval histograms; how-
ever, there is no overlap with the 1.38 mm retrieval range near
CALIPSO ground track. Both the MODIS and CALIPSO
teams are aware of the difference in ice cloud optical thick-
ness retrievals between their respective products. Several
hypotheses have been proposed to explain this difference,
but a consensus has yet to be reached. The multiple scattering
effect is known to have a significant impact on the CALIPSO
retrieval, which may partially explain the difference. In
addition, uncertainty in ice particle microphysics might also
play a role. Several previous studies have shown that
roughening of the ice particle surface and internal inclusion
of air bubbles reduced the asymmetry factor of ice particles
[Macke et al., 1996a, 1996b; Xie et al., 2009], which in turn
decreases ice cloud optical thickness retrievals in MOD06;
nevertheless, this is still an open question.
[30] Furthermore, of the 72 collocated CALIPSO re-

trievals, none are constrained. Constrained retrievals use
direct measurements of the cloud layer two‐way transmit-
tance to derive the lidar ratio (the ratio of extinction to
backscatter), whereas in unconstrained retrievals the lidar
ratios are assumed constants. Because changes in cloud
microphysics can cause varying lidar ratios, constrained
retrievals are considered more reliable than unconstrained.
Yet the constrained method has uncertainties, as well, which
can affect optical thickness retrievals. Undetected aerosol
above or below the cloud layer can bias the retrieval results
(the constrained method relies on comparing the signal from
the above‐ and below‐cloud clear regions). In addition,
daytime measurements oftentimes have low signal‐to‐noise
ratios (SNR), resulting in decreased accuracy in the cloud
layer two‐way transmittance estimate. Although all of these
factors are known to affect the retrievals, a definitive
explanation of the differences observed between MODIS
and CALIPSO optical thickness retrievals is at present
unknown and warrants further investigation.

3.2. The 9 August 2009 Case

[31] Figure 7a shows the true color RGB composite for
an Aqua MODIS granule over the western Pacific Ocean on
9 August 2009 at 0510 UTC. Here a long band of cirrus
clouds associated with Typhoon Morakot (shown making
landfall on the coast of China) is visible across the center of
the granule. Again, the red bounded box denotes the region
of interest. Similar to Figure 5a, this subregion is located
over the transition zone between the expected peak Sun glint
and the dark ocean, although the Sun glint is not as evident
here due to cloud cover and the presence of the islands of
Indonesia. Mean column precipitable water for the subre-
gion, taken from the NCEP reanalyses, is 5.2 cm, again a
sufficiently large value for complete 1.38 mm absorption.
[32] The MOD06 and 1.38 mm ice cloud optical thickness

retrievals for the red outlined subregion in Figure 7a are

Figure 6. Optical thickness retrieval histograms for the
1.38 mm approach (solid line), operational MOD06 (dashed
line), and modified MOD06 (dotted line) for the 14 April
2009 case shown in Figure 5. The modified MOD06 uses
the mean Cox‐Munk ocean surface albedo (here about 1%).
The horizontal solid and dotted lines denote the range of
optical thickness retrieved by CALIPSO (Version 3 level 2
5 km Cloud Layer product) and the 1.38 mm approach
(nearest pixels to CALIPSO ground track), respectively.
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shown in Figures 7b and 7c, respectively. MOD06 partial
retrievals are included in Figure 7b. Again, it is clear that the
1.38 mm approach produces a larger number of thin cirrus
retrievals, particularly at the cloud edges; additional retrievals
fill the gaps present in the middle of the cloud field. Note,
however, the missing 1.38 mm retrievals present in the lower
left corner of Figure 7c, resulting primarily from the coarse
NCEP reanalysis grid (1° × 1°). These pixels lie directly over
the expected Sun glint peak, while the corresponding NCEP
grid cell has wind speed roughly 2–3 m s−1 weaker than the
surrounding grid cells, and is located partially over land.
Thus, the estimated Sun glint is stronger, resulting in surface
reflectances larger than the measured cloudy reflectances,
negative G values, and, ultimately, failed retrievals. Never-
theless, the 1.38 mm approach still retrieves more cirrus than
does MOD06 (an approximate 21% increase).
[33] Again, the increased number of retrievals is evident

in the retrieval histograms, shown in Figure 8. The 1.38 mm
and MOD06 retrievals are denoted by the solid and dashed
lines, respectively. Note here that, similar to the 14 April
case (Figure 6), the MOD06 distribution exhibits a double
peak, although the secondary peak is less well defined.
Fixing the 1.24 mm ocean surface albedo to the mean Cox‐
Munk BRDF value (here approximately 4.6%) results in a
distribution shown as the dotted plot. Unlike Figure 6,
because the mean Cox‐Munk albedo is not significantly
different from the assumed Lambertian albedo, this does not
significantly shift the distribution; it does, however, remove
the small secondary peak while increasing the magnitude of
the mode. For both MOD06 scenarios, the 1.38 mm
approach produces a larger number of thin cirrus retrievals.
[34] Similar to Figure 6, the range of optical thickness

(again, ±1 standard deviation, centered at the retrieval mean)
retrieved over the subregion by CALIPSO is plotted in
Figure 8 as the horizontal solid line. Once more, the
CALIPSO retrievals are taken from the Version 3 level 2 5 km
Cloud Layer product, and are those in which the CALIPSO
cloud profiles are not totally attenuated. Also plotted, as the
dotted horizontal line, is the range of 1.38 mm retrieved
optical thickness for the MODIS pixels nearest the CALIPSO
ground track that correspond to the non‐totally‐attenuating
CALIPSO cloud profiles. For this case, the mean of the

CALIPSO optical thickness retrievals (78 total pixels, of
which only one is constrained) is approximately 0.5, while
the 1.38 mm retrieval mean is near 0.9. Unlike Figure 6,
however, there is significant overlap between the CALIPSO
and MODIS 1.38 mm retrieval ranges.

4. Estimating Retrieval Uncertainty

[35] Quantitative pixel‐level baseline retrieval uncer-
tainties, nominally the root‐sum‐square of various uncertainty

Figure 7. Optical thickness retrievals for the 9 August 2009 case study (0510 UTC). (a) MODIS RGB
from Aqua. The red outlined region denotes the area of interest. (b) MOD06 retrieved ice cloud optical
thickness. (c) Retrieved optical thickness from the 1.38 mm approach.

Figure 8. Optical thickness retrieval histograms for the
1.38 mm approach (solid line), operational MOD06 (dashed
line), and modified MOD06 (dotted line) for the 9 August
2009 case shown in Figure 7. The modified MOD06 uses
the mean Cox‐Munk ocean surface albedo (here about
4.6%). The horizontal solid and dotted lines denote the
range of optical thickness retrieved by CALIPSO (Version 3
level 2 5 km Cloud Layer product) and the 1.38 mm
approach (nearest pixels to CALIPSO ground track),
respectively.
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components, for MOD06 were reported for the first time in
the Collection 5 reprocessing stream [Platnick et al., 2004].
Three independent error sources are accounted for, namely,
measurement (i.e., instrument calibration and plane‐parallel
LUT models), above‐cloud atmospheric transmittance, and
surface albedo. Here a similar technique is used to estimate
the pixel‐level retrieval uncertainty of the 1.38 mm approach,
accounting for error sources including measurement and
surface albedo, in addition to the added uncertainty due to the
particle effective size sensitivity (atmospheric transmittance
uncertainty, adding a negligible 1% or less to the total
uncertainty, is ignored).
[36] For each error source, a standard deviation has been

defined corresponding to its relative uncertainty. For
instance, considering measurement uncertainty (sDR), the
assigned UI value of each MODIS pixel can be directly
converted to the relative (%) reflectance uncertainty [Xiong
et al., 2005], such that

uncertainty %ð Þ ¼ specified uncertainty * exp UI=scaling factorð Þ;
ð8Þ

where specified_uncertainty and scaling_factor refer to
constants specified for each MODIS channel within the
Level‐1b file. For surface albedo, the Cox‐Munk uncer-
tainty (sDa) can be determined from wind speed uncer-
tainty, which is estimated using the QuikSCAT mission
requirements (2 m s−1 for wind speed between 3 and 20 m
s−1, 10% for wind speed between 20 and 30 m s−1)
[Callahan, 2006]. Admittedly, using the QuikSCAT mission

requirements may underestimate the actual uncertainty
inherent in the NCEP reanalyses; nevertheless, they provide
a useful baseline for wind speed uncertainty.
[37] Favoring simplicity at the expense of computational

efficiency, for each error source the retrieval is run for both ±
s, instead of deriving partial derivatives for the sensitivities.
The retrieval uncertainty, sDt,k, for each error source k is
thus defined as the root‐mean‐square of the retrieved optical
thicknesses tn (t±s k and the actual retrieved value t), such
that

�D�;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX3

n¼1

�n � �kð Þ2
n

s
; ð9Þ

where �k is the mean of tn.
[38] Effective radius uncertainty (sD Re), however, is

estimated in a different manner. Inherent in the 30 mm
assumption is an assumed effective radius distribution (i.e.,
the Aqua MODIS global retrieval distribution). Optical
thickness is first retrieved for 10 effective radius values,
corresponding to the forward LUT radii between 5 and
50 mm, and a retrieved optical thickness distribution is
produced. The retrieval uncertainty due to effective radius
uncertainty is thus estimated using the standard deviation
derived from the retrieved optical thickness distribution,
such that

�D�Re ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXnRe

i¼1
�i � ��ð Þ2�P Reið Þ

q
ð10aÞ

�� ¼
XnRe

i¼1
�i � P Reið Þ; ð10bÞ

where ti is the optical thickness retrieved corresponding to
each forward LUT effective radius Rei, P(Rei) is the prob-
ability of having effective radius Rei (derived from the Aqua
MODIS global retrieval distribution), mt is the expected
value of optical thickness derived from the retrieved optical
thickness distribution, and nRe is the number of forward
LUT effective radii (here nRe = 10).
[39] The total retrieval uncertainty sDt can then be

defined, assuming the error sources are uncorrelated, as the
root‐sum‐square of the three error sources, such that

�D� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2
D�Re

þ �2
D�R

þ �2
D��

q
; ð11Þ

where sDtRe, sDtR, and sDta are the uncertainties due to the
effective radius sensitivity, measurement, and surface
albedo errors, respectively. Relative uncertainty in percent is
subsequently defined as

Unc %ð Þ ¼ �D�

�

� �
� 100 ð12Þ

[40] Figure 9 shows the relative retrieval uncertainties as a
function of optical thickness for the red outlined region in
the 14 April 2009 case in Figure 5a. Here the solid black and
red lines denote the operational MOD06 and 1.38 mm
retrieval uncertainties, respectively. Also plotted are un-
certainties for the individual 1.38 mm retrieval error sources:
effective radius assumption (solid blue line), measurement

Figure 9. Estimated baseline retrieval uncertainty for the
1.38 mm retrieval (red line) and MOD06 (black line) corre-
sponding to the red outlined region in the 14 April case
(Figure 5a), plotted with respect to optical thickness. In
addition, the 1.38 mm retrieval uncertainty has been sepa-
rated into its components: estimated uncertainty due to
effective size assumptions (solid blue line), MODIS instru-
ment uncertainty (dotted blue line), and uncertainty due to
surface assumptions (dash‐dotted blue line).
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(dotted blue line), and Cox‐Munk surface albedo (dash‐
dotted blue line). It is evident that the uncertainty due to the
effective radius assumption dominates, with the exception of
very small t (less than 0.5 to 1.0), where measurement and
surface albedo uncertainties become quite large. For this
case, the MOD06 uncertainty is smaller than the 1.38 mm
retrieval uncertainty for t larger than about 2, then becomes
larger for smaller t. However, MOD06 uncertainty again
becomes smaller than the 1.38 mm retrieval around t = 0.5.
Several factors are at play here. First, the operational
MOD06 uncertainties assume a constant measurement/
model uncertainty of 5%, whereas the present study uses
only pixel‐level relative measurement uncertainty converted
from the UI. Accounting for the pixel‐level UI (applicable to
other spectral channels) could potentially increase the
MOD06 uncertainty at small optical thicknesses. In addi-
tion, the operational MOD06 retrievals assume a Lambertian
diffuse surface albedo of 5%, with 15% relative uncertainty.
It is difficult to project how a Cox‐Munk ocean surface
assumption would affect MOD06 uncertainties. Using the
1.38 mm Cox‐Munk uncertainty as a guide, however, in-
dicates that MOD06 uncertainties could dramatically
increase for small t.
[41] Figure 10 shows the relative retrieval uncertainties

for the red outlined region in the 8 August 2009 case in
Figure 7a. Again, the solid black and red lines denote the
operational MOD06 and 1.38 mm total retrieval un-
certainties, respectively, while the blue lines denote the
individual 1.38 mm retrieval error sources. As in Figure 9,

the effective radius assumption dominates the 1.38 mm
retrieval uncertainties, except at small optical thickness. In
addition, the MOD06 uncertainties are smaller than the
1.38 mm uncertainties for thicker clouds, but become larger
for clouds with t less than about 2. However, unlike the
14 April case, the 1.38 mm retrieval uncertainties appear to
remain smaller than those of MOD06 for all t less than 2.
Once more, the MOD06 uncertainties potentially could be
larger if measurement uncertainties are defined with appro-
priate UIs, as well as with the implementation of a Cox‐
Munk ocean surface BRDF.

5. Summary and Conclusions

[42] The 1.38 mm channel has been shown to be quite
useful for thin cirrus cloud detection [Gao et al., 1993] due
to its location in a strong water vapor absorption band. This
unique characteristic, however, results in nonnegligible
attenuation in satellite‐observed 1.38 mm cloud reflectances,
a consequence of the small amount of atmospheric water
vapor located above and within the cirrus layer. As a result,
quantifying derived optical thickness and its uncertainty is
problematic. Here a new technique has been developed to
estimate the above/in‐cloud water vapor attenuation at
1.38 mm, and to subsequently retrieve thin cirrus cloud
optical thickness, with the intention to supplement MOD06
for cases in which the operational cloud retrieval algorithms
fail. This technique pairs the 1.24 mm channel with 1.38 mm
to estimate the water vapor transmittance from the slope
calculated from the cloudy reflectance observations and
estimated clear‐sky reflectances. This channel pairing was
selected due to the close spectral proximity (and, thus, sim-
ilar ice cloud scattering properties) of the 1.24 mm channel to
1.38 mm, which acts to minimize the particle effective size
sensitivity of the retrieval.
[43] At present, the retrieval is limited to ocean cases only,

where atmospheric water vapor content is generally large
and the surface at 1.24 mm is relatively dark. To more
realistically capture ocean surface reflection, a Cox‐Munk
approach is used to define the ocean surface BRDF, from
which the clear‐sky reflectance at 1.24 mm is estimated. The
retrieval is shown to perform well, retrieving up to 38%
more pixels than MOD06 for the case studies shown here.
Baseline retrieval uncertainties are dominated by the particle
effective size assumption for moderately thick cirrus (t > 1),
and are estimated to be between 15 and 20% (corresponding
MOD06 uncertainties are around 10%). For thin cirrus
(t < 1), where the surface assumption becomes dominant,
baseline uncertainties can vary widely depending on the
proximity to the Sun glint region; here they are estimated to
be near 30% and 90% for the two case studies (corre-
sponding MOD06 uncertainties are near 35% and 50%,
respectively). While operational MOD06 uncertainties for
thin cirrus are in fact smaller for the 14 April 2009 case
study, it should be noted that, in addition to using a Cox‐
Munk approach to estimate ocean surface BRDF (whereas
MOD06 assumes a Lambertian surface with 5% albedo), the
1.38 mm retrieval uses the Level‐1b UI to define pixel‐level
measurement uncertainty (in contrast, MOD06 assumes a
constant 5% uncertainty). Figures 9 and 10 indicate that
using both a Cox‐Munk assumption and UI‐defined mea-
surement uncertainty in MOD06 is likely to increase retrieval

Figure 10. Estimated baseline retrieval uncertainty for the
1.38 mm retrieval (red line) and MOD06 (black line) corre-
sponding to the red outlined region in the 9 August case
(Figure 7a), plotted with respect to optical thickness. In
addition, the 1.38 mm retrieval uncertainty has been sepa-
rated into its components: estimated uncertainty due to
effective size assumptions (solid blue line), MODIS instru-
ment uncertainty (dotted blue line), and uncertainty due to
surface assumptions (dash‐dotted blue line). Discontinuities
indicate nonretrieved optical thickness values.
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uncertainty for small optical thicknesses, although the mag-
nitude of such an increase is at present unknown. Note that
an analysis of including such assumptions in the next col-
lection of MOD06 processing is currently ongoing.
[44] While the case studies highlighted here show an

impressive increase in cirrus retrievals, it is unclear to what
extent this translates to increased retrievals over much larger
regions. Subsequently, further investigation will be required
to fully address the impacts of the 1.38 mm retrieval on the
spatial and temporal MOD06 cloud global and regional
statistics (i.e., global Level‐3 gridded statistics), in addition
to the resulting impacts on MOD06‐derived cloud radiative
effects. Nevertheless, because next‐generation sensors such
as VIIRS and GOES‐R, among others, will include the
1.38 mm channel, the present technique should prove to be
useful into the future.
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