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[1] This study examines trends in Antarctic temperature and APSC, a temperature proxy
for the area of polar stratospheric clouds, in an ensemble of Goddard Earth Observing
System (GEOS) chemistry‐climate model (CCM) simulations of the 21st century. A
selection of greenhouse gas, ozone‐depleting substance, and sea surface temperature
scenarios is used to test the trend sensitivity to these parameters. One scenario is used to
compare temperature trends in two versions of the GEOS CCM. An extended austral
winter season is examined in detail. In May, June, and July, the expected future increase in
CO2‐related radiative cooling drives temperature trends in the Antarctic lower
stratosphere. At 50 hPa, a 1–3 K cooling is expected between 2000 and 2100. Ozone
levels increase, despite this robust cooling signal and the consequent increase in APSC,
suggesting the enhancement of stratospheric transport in future. In the lower stratosphere,
the choice of climate change scenarios does not affect the magnitude of the early winter
cooling. Midwinter temperature trends are generally small. In October, APSC trends have the
same sign as the prescribed halogen trends. That is, there are negative APSC trends in
“realistic future” simulations, where halogen loading decreases in accordance with the
Montreal Protocol and CO2 continues to increase. In these simulations, the speed of ozone
recovery is not influenced by either the choice of sea surface temperature and greenhouse
gas scenarios or by the model version.

Citation: Hurwitz, M. M., and P. A. Newman (2010), 21st century trends in Antarctic temperature and polar stratospheric cloud
(PSC) area in the GEOS chemistry‐climate model, J. Geophys. Res., 115, D19109, doi:10.1029/2009JD013397.

1. Introduction

[2] The stratosphere cooled in the late 20th and early 21st
century [Randel et al., 2009]. This recent stratospheric
cooling has been attributed to increasing greenhouse gas
concentrations [Ramaswamy et al., 2001 and 2006] and, in
the polar lower stratosphere where the largest decreases in
temperature have been observed, to ozone depletion
[Ramaswamy et al., 2001; Manzini et al., 2003]. In the
Antarctic, stratospheric cooling has been most evident in
late winter and spring: The breakup date of the Southern
Hemisphere (SH) polar vortex has been delayed in recent
decades, due to the radiative cooling associated with
springtime ozone depletion [Akiyoshi et al., 2009].
[3] Eyring et al. [2007] evaluated chemistry‐climate

model (CCM) simulations of the 21st century using boundary
conditions representing a “realistic future” in which atmo-
spheric CO2 concentrations continue to increase while
compliance with the Montreal Protocol leads to decreased

halogen loading. The vertical profile of the predicted global
and annual mean cooling was consistent with increasing
atmospheric greenhouse gas concentrations. Midwinter polar
temperature trends (January–February in the Northern
Hemisphere, NH; August–September in the SH) varied
widely between models in the NH and were generally neg-
ative but not statistically significant in the SH.
[4] Previous studies have examined the relationship

between polar stratospheric temperature and polar ozone.
Rex et al. [2004 and 2006] found a linear, empirical rela-
tionship between chemical ozone loss and VPSC (a high‐
latitude temperature integral representing the volume of
polar stratospheric clouds, PSCs) in Arctic winters. Simi-
larly, Tilmes et al. [2007] found a compact, linear relation-
ship between ozone loss and the potential for chlorine
activation (PACl, a combined measure of stratospheric
chlorine and temperature), in a chemistry‐climate simulation
of the late 20th century. While the linearity of the rela-
tionship between ozone loss and measures of the winter-
time‐averaged potential for ozone depletion may not persist
in the future [Braesicke et al., 2006], polar stratospheric
temperature may remain an important indicator of the
potential for chemical ozone loss. For example, Newman et
al. [2004] predicted that, in the early 21st century, halogen‐
related decreases in the size of the Antarctic ozone hole
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could be partially offset by increases in ozone hole size
related to greenhouse gas–related cooling.
[5] Hitchcock et al. [2009] evaluated the conditions

necessary for PSC formation in “realistic past” and “real-
istic future” simulations using the Canadian Middle
Atmosphere Model (CMAM). “APSC” was defined as the
polar stratospheric area with temperatures below a fixed
temperature threshold for the formation of nitric acid tri-
hydrate particles (i.e., the “cold area,” typically ∼195 K at
50 hPa [see Kawa et al., 1997]). The APSC threshold was
held constant throughout the 21st century, since it was
determined that predicted changes in water vapor and nitric
acid would have a negligible impact on the temperature
threshold for PSC formation in future. In the lower
stratosphere, increased greenhouse gas concentrations
should lead to cooling (i.e., increased APSC), whereas
recovery of the ozone layer should lead to warming (i.e.,
decreased APSC, due to decreasing levels of stratospheric
halogens). In the Antarctic, Hitchcock et al. [2009] found
that May–December‐averaged APSC remained fairly con-
stant throughout the 21st century, balancing increased APSC

in the autumn and early winter with decreased APSC in
spring.
[6] This study examines Antarctic temperature and APSC

trends for an extended austral winter season, spanning from
May to October, in an ensemble of Goddard Earth
Observing System (GEOS) chemistry‐climate model (CCM)
simulations of the 21st century. In section 2, two versions of
the GEOS CCM and a set of eight simulations are briefly
described. These simulations use a variety of climate change
and ozone depletion/recovery scenarios, allowing the rela-
tive impact of sea surface temperatures (SSTs), greenhouse
gases, and ozone‐depleting substances (ODSs) on polar
temperature trends to be evaluated.
[7] APSC and polar cap temperature trends are quantified

in section 3. In this study, “APSC” is defined as the area at
50 hPa where temperatures are equal to or less than 195 K.
Defined as such, APSC is a simple diagnostic that can be
calculated at any desired time interval and without
defining a fixed winter season, for the region in which
chemical ozone depletion can potentially occur. APSC

trends in the GEOS CCM are compared with the CMAM
results [Hitchcock et al., 2009]. Also, two versions of the
GEOS CCM are compared, using one of the “realistic
future” scenarios. Radiative and statistical calculations are
used to attribute the APSC trends to changes in CO2 and
ODSs. Section 3 closes by examining the impact of these

trends on polar ozone. Section 4 summarizes the main
findings.

2. Model Description

[8] Eight Goddard Earth Observing System (GEOS)
chemistry‐climate model (CCM) simulations will be used to
investigate temperature and APSC trends in the future
stratosphere. These simulations consider a range of future
emissions scenarios for greenhouse gases (GHGs) and for
ozone‐depleting substances (as summarized in Table 1).
[9] The GEOS version 1 (V1) CCM couples the GEOS‐4

general circulation model (GCM) with a comprehensive
stratospheric chemistry module [Bloom et al., 2005; Pawson
et al., 2008]. The GEOS V1 CCM has 2° latitude × 2.5°
longitude horizontal resolution and 55 vertical levels, with a
model top at 0.01 hPa. Predicted distributions of water
vapor, ozone, greenhouse gases (CO2, CH4, and N2O) and
CFCs (CFC‐11 and CFC‐12) feedback to the radiative
calculations. The GEOS V1 CCM was included in the
Eyring et al. [2007] evaluation of 21st century CCM si-
mulations and has been since used to investigate future
changes in the stratospheric age of air [Oman et al., 2009],
upper stratospheric ozone [Oman et al., 2010], the distri-
bution of ozone in the post‐CFC era [Li et al., 2009], and the
impact of climate change on the annual mean ozone
recovery [Waugh et al., 2009].
[10] Most of the GEOS V1 CCM simulations are forced

with scenario A1b for well‐mixed greenhouse gas emis-
sions, increasing to ∼710 ppmv CO2 by 2100 [IPCC, 2002],
as shown in Table 1. Simulation V1 F5 is forced with
emissions scenario A2 (∼850 ppmv CO2 by 2100).
[11] Sea surface temperatures (SSTs) and sea ice con-

centrations from a Hadley Centre Global Environmental
Model version 1 (HadGEM1) simulation [Johns et al.,
2006] were prescribed in the V1 F1 and V1 F2 simulations.
Two integrations from the National Center for Atmospheric
Research Community Climate System Model version 3
[Collins et al., 2006] provided boundary conditions for the
remaining simulations.
[12] The World Meteorological Association (WMO)

[2003] Ab time series of surface concentrations of ozone‐
depleting substances (ODSs) is used in five of the GEOS V1
CCM simulations (see Table 1). In the present study,
equivalent effective stratospheric chlorine (EESC), total
inorganic chlorine loading plus 60 times the total inorganic

Table 1. GEOS CCM Simulations Used in the Analysisa

Simulation GEOS CCM Analysis Period GHG Scenario SST and Sea Ice Fields ODS Scenario

V1 F1 V1 1996–2099 A1b HadGEM1 WMO Ab
V1 F2 V1 1971–2049 A1b HadGEM1 WMO Ab
V1 F3 V1 1971–2052 A1b NCAR CCSM 2.0 A1b WMO Ab
V1 F4 V1 2000–2099 A1b NCAR CCSM 3.0 A1b WMO Ab
V1 F5 V1 2000–2099 A2 NCAR CCSM 3.0 A2 WMO Ab
V2 F4 V2 2000–2099 A1b NCAR CCSM 3.0 A1b WMO Ab
Cl60 V1 1960–2099 A1b NCAR CCSM 3.0 A1b “low chlorine”: fixed at 1960 levels
WA V1 1974–2075 A1b 1974–2049: NCAR CCSM 2.0;

2050–2075: NCAR CCSM 3.0
“world avoided”: V1 F3 with

increasing chlorine

aNCAR, National Center for Atmospheric Research; CCSM 3.0, Community Climate System Model version 3; WMO, World Meteorological
Association; HadGEM1, Hadley Centre Global Environmental Model version 1.
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bromine at 1 hPa, is used to quantify the amount of ODSs in
the stratosphere. V1 simulations F1, F2, F3, F4, and F5
represent a “realistic future” in which ODS levels decrease
relatively monotonically through the 21st century (2.8 ppbv
EESC in 2050) and where stratospheric ozone concentra-
tions recover to 1980 levels in the mid‐21st century [Eyring
et al., 2007]. Two more ODS scenarios are also considered
in the present study. In the Cl60 (“low chlorine”) simulation,
chlorine is fixed at 1960 levels, and thus, no ozone hole
develops. The WA (“world avoided”) simulation considers a
scenario in which CFCs remained unregulated. In the WA
scenario, EESC increases steadily from the 1970s to 29.6 ppbv
by 2050 [Newman et al., 2009]. Volcanic and solar cycle
forcings are not considered in any of the simulations; also,
the GEOS V1 CCM includes neither an internally generated
quasi‐biennial oscillation (QBO) in zonal winds nor a forced
QBO.
[13] Version 2 (V2) of the GEOS CCM is based on the

GEOS‐5 atmospheric GCM. As described by Rienecker et
al. [2008], the GEOS‐4 and GEOS‐5 GCMs use essen-
tially the same advection and gravity wave drag schemes;
however, GEOS‐5 uses a new set of physics parameteriza-
tions, with upgraded radiative transfer and convective
components. The stratospheric chemistry component in the
GEOS V2 CCM is essentially the same as in the GEOS V1
CCM [see Pawson et al., 2008]. The GEOS V2 CCM has 72
vertical levels but the same horizontal resolution (2° × 2.5°)
as the GEOS V1 CCM model. Hurwitz et al. [2010] con-
ducted a brief evaluation of the stratospheric dynamics and
chemistry in the GEOS V2 CCM using a “reference past”
simulation of the late twentieth century, in which both
greenhouse gases and EESC increase with time. The GEOS
V2 CCM performed well, except for two deficiencies
common to many CCMs: the late breakup of the Antarctic
vortex and the overprediction of total ozone. This is the first
publication to consider V2 simulation F4, a “realistic future”
simulation with the same boundary conditions as V1 F4.
This particular simulation lacks water vapor feedback to the

radiation, potentially biasing temperatures in the Antarctic
stratosphere.

3. Results

3.1. Antarctic APSC and Polar Cap Temperature
Trends

[14] This section examines polar cap temperature and
APSC trends in the Antarctic stratosphere in a set of GEOS
CCM simulations of the 21st century (see Table 1). Modeled
3‐D monthly mean temperature fields are used to investigate
(1) the seasonal dependence of APSC and temperature trends
and (2) the trend sensitivity to the GHG, SST, and ODS
boundary conditions and to the model version used. Tem-
perature trends for the polar cap (poleward of 60°S) are
shown in Tables 2 (50 hPa; T50hPa) and 3 (10 hPa; T10hPa). In
Tables 2 and 3, trends are shown for each month and for
each simulation, where data are available for the whole
period. Linear trends are computed using a least squares
technique. The statistical significance of the trends is cal-
culated by resampling the temperature time series [Efron,
1979]. For reference, the approximate differences in atmo-
spheric CO2 concentration and in EESC at 1 hPa, between
2000 and 2099, are also shown.
[15] In the autumn and early winter, the Antarctic lower

stratosphere cools between 2000 and 2099. T50hPa trends are
negative and statistically significant in all simulations in
May, June, and July (Table 2). With the exception of Cl60,
temperature trends are small and are not statistically sig-
nificant in August and September. In October, T50hPa trends
diverge as a result of trends in EESC: positive trends in three
of the realistic future simulations (V1 F1, V1 F4, and V2
F4), trends not significantly different from zero in Cl60 and
V1 F5, and a large and negative trend in WA (for 2000–
2075; not shown).
[16] An APSC diagnostic is calculated for each of the

GEOS CCM simulations (Table 1), by summing the areas at
all longitudes and polar latitudes where the temperature is

Table 2. 2000–2099 Antarctic Polar Cap Temperature Trends at 50 hPaa

DCO2 (ppmv) DEESC (ppbv) May June July August September October

V1 F1 345 −2.5 −14.8 ± 7.0 −19.8 ± 8.6 −19.1 ± 13.2 −9.4 ± 22.6 16.7 ± 28.2 80.7 ± 39.8
V1 F4 345 −2.5 −25.7 ± 7.8 −27.0 ± 8.8 −20.0 ± 12.8 −12.6 ± 22.6 2.7 ± 37.2 44.1 ± 40.6
V1 F5 485 −2.5 −27.9 ± 8.2 −27.5 ± 9.2 −14.4 ± 12.0 1.9 ± 21.2 4.9 ± 31.4 29.1 ± 36.4
V2 F4 345 −2.5 −8.4 ± 4.8 −10.1 ± 5.8 −8.0 ± 7.2 −6.9 ± 10.4 6.3 ± 14.2 45.2 ± 22.6
Cl60 345 0 −19.4 ± 6.8 −25.5 ± 9.0 −38.2 ± 14.6 −49.8 ± 30.8 −44.2 ± 39.8 −32.0 ± 35.6

a10−3 K a−1. Trends that are statistically significant at the 95% confidence level or higher are denoted in bold. Errors denote 2 standard deviations.

Table 3. 2000–2099 Antarctic Polar Cap Temperature Trends at 10 hPaa

DCO2 (ppmv) DEESC (ppbv) May June July August September October

V1 F1 345 −2.5 −40.5 ± 10.8 −38.6 ± 16.2 −38.7 ± 31.6 −36.5 ± 43.6 −34.2 ± 43.2 −32.6 ± 34.0
V1 F4 345 −2.5 −54.7 ± 12.8 −46.2 ± 16.4 −36.9 ± 29.8 −38.6 ± 45.8 −46.7 ± 48.6 −62.9 ± 33.4
V1 F5 485 −2.5 −66.2 ± 14.6 −54.5 ± 16.2 −26.2 ± 26.6 −32.0 ± 42.2 −82.4 ± 46.4 −102.5 ± 33.8
V2 F4 345 −2.5 −52.8 ± 4.8 −51.5 ± 12.2 −52.5 ± 18.2 −64.3 ± 23.0 −70.3 ± 24.8 −72.3 ± 20.6
Cl60 345 0 −50.2 ± 11.4 −57.6 ± 16.0 −95.3 ± 35.0 −99.8 ± 53.4 −83.1 ± 52.4 −54.1 ± 27.2

a10−3 K a−1. Trends that are statistically significant at the 95% confidence level or higher are denoted in bold. Errors denote 2 standard deviations.
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below 195 K, for each month between May and October.
APSC is a proxy for the 50 hPa “cold area” in which chemical
ozone depletion can potentially occur, given the presence of
sunlight. APSC = 0 when the minimum temperature in the
polar region is greater than 195 K. Figure 1 shows time
series of the minimum polar temperature at 50 hPa in May
and October, after three iterations of a 1‐2‐1 smoothing
algorithm (a Gaussian filter with a half‐amplitude point of
6.67 years), and documents years in which the minimum
temperature is 195 K or below (color‐coded symbols). In
May (Figure 1a), the polar minimum temperature remains
above 195 K for the duration of the V2 F4 simulation, as
wintertime lower stratospheric temperatures are generally
warmer in the GEOS V2 CCM than in the GEOS V1 CCM
[Hurwitz et al., 2010]. In the “world avoided” simulation,
minimum temperatures begin to drop below the chlorine
activation threshold in the 2020s. In the GEOS V1 CCM
“realistic future” simulations, there are minimum tempera-
tures below 195 K and thus positive cold areas by the middle
of the 21st century. In midwinter, minimum temperatures are
generally less than 195 K. In October (Figure 1b), there are
only 2 years when the minimum temperature is below 195 K

in the Cl60 simulation. In the “realistic future” simulations,
minimum polar temperatures generally increase, with fewer
years below the 195 K threshold by the middle of the 21st
century. Minimum temperatures are generally warmer in the
V2 F4 simulation, since the breakup of the polar vortex,
and the associated warming of the Antarctic stratosphere,
occurs earlier in the GEOS V2 CCM than in the GEOS V1
CCM [Hurwitz et al., 2010]. In WA, minimum tempera-
tures remain below 190 K from 2004 through the end of
the simulation and thus do not appear in the time series in
Figure 1b.
[17] APSC trends at 50 hPa and their consistency among

the various GEOS CCM simulations generally correspond
with 50 hPa polar cap temperature trends for the 2000–2099
period. Monthly mean smoothed APSC time series for six
GEOS CCM simulations are shown in Figure 2. The WA
time series ends in 2075. In May (Figure 2a), the SH cov-
erage by temperatures less than 195 K is relatively small
(typically less than 2 × 106 km2 or 1% hemispheric area
coverage) but increases with time. The V1 F1, V1 F4, V1
F5, and Cl60 APSC trends are statistically significant (see
Table 4). In the WA simulation, APSC magnitudes are much

Figure 1. Minimum temperature poleward of 60°S at 50 hPa (K), between 2000 and 2099, in (a) May
and (b) October. Shown are simulations V1 F1 (blue), V1 F4 (purple), V1 F5 (cyan), V2 F4 (red), Cl60
(green), and WA (brown). Solid lines denote “realistic future” simulations. Horizontal black lines denote
195 K. Three iterations of a 1‐2‐1 smoothing algorithm have been applied to all time series. Below each
plot, symbols indicate years in which the minimum polar temperature at 50 hPa is equal to or below 195 K;
note that, in May, there are no years that meet this criterion in the V2 F4 simulation.
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larger than in the “realistic future” or Cl60 simulations.
There are no cold areas in the V2 F4 simulation until June,
as discussed above.
[18] In June (Figure 2b) and July (Figure 2c), APSC

magnitudes are larger (10–25 × 106 km2) and are similar
among the “realistic future” and Cl60 simulations. APSC

trends are positive in all of the simulations shown (Table 4).
The GEOS V1 CCM simulations show similar increasing
trends; different SST (V1 F1 versus V1 F4), greenhouse gas
(V1 F4 versus V1 F5), and ODS scenarios (V1 F4 versus
Cl60) do not affect the magnitude of the cold area trends.
These trends are consistent with the change in Antarctic
APSC during the 21st century in realistic future simulations
in the CMAM in early June (ensemble mean trend of 4.90 ±
1.12 × 106 km2 c−1). In the V2 F4 simulation (red line), the
APSC trend is smaller than the CMAM trend but positive and
statistically significant nonetheless.
[19] In midwinter, the strong polar jet isolates large cold

areas inside the polar vortex. In July and August (Figures 2c
and 2d), cold areas cover roughly 10% of the total hemi-
spheric area (∼25 × 106 km2) and are similar in the two
versions of the GEOS CCM. In August, APSC trends are
positive in the Cl60 and WA simulations; in the “realistic
future” simulations, there are no apparent trends between
2000 and 2099.
[20] In spring, the cold area depends on the timing of the

breakup of the Antarctic polar vortex. By October, sunlight
has returned to the Antarctic polar region. In some winters,
polar temperatures are close to or above the chlorine acti-
vation threshold (see Figure 1) and thus PSCs cannot form.
However, in years when the vortex breakup has not yet
occurred, APSC is large. In October (Figure 2f and Table 4),
APSC trends diverge and correspond with the EESC trend in
the respective simulation. Decreasing trends in the “realistic
future” simulations are associated with the recovery of the
ozone layer. The magnitude of the trend in V1 F1 is higher
than in V1 F4 and V1 F5, suggesting that the choice of SST
scenarios may impact 21st century polar stratospheric tem-
peratures. APSC trends are smaller in both the V2 F4 simu-
lation and in the CMAM ensemble mean (−2.82 ± 1.86 ×
106 km2 c−1).
[21] APSC trends in the low chlorine (Cl60) and “world

avoided” (WA) simulations are compared with trends in the
realistic future simulations described above. These two si-
mulations were forced with the same SST and greenhouse
gas scenario (A1b) as for V1 F4 but with distinct ODS
scenarios. In Cl60, stratospheric chlorine is too low for the
formation of an ozone hole and temperatures are generally too
high for the formation of PSCs in October (see Figure 1b).
Thus, the October APSC trend is not significantly different
from zero. In the “world avoided” case, cold areas increase
from 2000 to 2049 (∼28 × 106 km2 c−1, i.e., a 14 × 106 km2

increase in cold area in 50 years). This trend is associated
with the extreme ozone depletion possible under high
chlorine levels [Newman et al., 2009].
[22] At 10 hPa, well above the ozone hole, temperatures

are much less influenced by changes in ODSs [Shine et al.,
2003]. Thus, temperature trends at 10 hPa reflect changes in
SSTs and greenhouse gases, in the absence of ODS changes.
T10hPa trends are summarized in Table 3. Trends are nega-
tive in all simulations and in all months. Trends are all
statistically significant in May, June, and July, with larger
magnitudes than at 50 hPa. In September and October,
variability is several times that seen in early winter, meaning
that some spring trends are not statistically significant. In
May, June, and October, V1 F5 trends are larger than the
other realistic future simulations (though not at statistically
significant levels), reflecting the larger change in CO2 in the

Figure 2. APSC at 50 hPa (106 km2) between and 2000 and
2099. Shown are simulations V1 F1 (blue), V1 F4 (purple),
V1 F5 (cyan), V2 F4 (red), Cl60 (green), and WA (brown).
CMAM ensemble mean time series in (b) mid‐June and
(f) mid‐October are shown in black. Solid lines denote
“realistic future” simulations. Note the different vertical
scales in each of the frames. Three iterations of a 1‐2‐1
smoothing algorithm have been applied to all time series.
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late 21st century in the A2 GHG scenario than in A1b. The
smallest cooling trends are seen in V1 F1, possibly re-
flecting the different SST and sea ice boundary conditions
used in this simulation. As expected, differences between
the ODS scenarios are less pronounced at 10 hPa, with
comparable T10hPa trends in the C160 and “realistic future”
simulations in both autumn and spring.
[23] Cooling of the Antarctic lower stratosphere strength-

ens the meridional temperature gradient and, following the
thermal wind balance, strengthens vertical wind shear and
thus results in relatively stronger winds in the middle
stratosphere. While peak jet speeds in the GEOS V1 CCM
are biased high as compared with observations [Pawson et
al., 2008], the strength of the Antarctic jet increases at a
statistically significant rate in all simulations. During the
2000–2099 period, zonal wind trends in June are small,
positive (∼4–5 m s−1 c−1 at 10 hPa, 60°S; see Figure 3), and
consistent among the “realistic future” and Cl60 simulations.
As noted by Hurwitz et al. [2010], the Antarctic jet is on
average weaker in the GEOS V2 CCM than in the GEOS V1
CCM. During the 2000–2049, all simulations (including
WA) show a similar increase in the strength of the Antarctic
jet, though there is more variability in the magnitude of the
zonal wind trends. In spring, in the “realistic future” simu-
lations, the polar jet weakens in accordance with the rela-
tively higher Antarctic temperatures predicted by the mid to
late 21st century.

3.2. Trend Attribution

[24] In this section, statistical and radiative calculations
are used to attribute early winter lower stratospheric cooling
trends (decreasing T50hPa and increasing APSC) to increased
CO2 concentrations and relate springtime temperature trends
to changes in ODSs.

[25] First, 50 hPa APSC trends are analyzed via a multiple
linear regression (similarly to the temperature trend analysis
by Stolarski et al. [2010]). For each simulation and for each
month, APSC trends are fitted to three factors known to affect
polar stratospheric temperature: CO2, EESC (at 1 hPa), and
a proxy for polar downwelling (mean w* between 10 and 30
hPa, 60°S–80°S) [see Newman et al., 2001]. Figure 4 shows
the results of the multiple linear regressions for 1975–2049
trends in four of the GEOS CCM simulations. The black
dots show the actual APSC trends with error bars (as stated in
Table 5). The trends fitted from the multiple linear regres-
sions (gray dots) are in good agreement with the actual
trends. Red dots show the CO2‐related contribution to each
trend; blue dots show the EESC‐related contribution; green
dots show the contribution from polar downwelling.
[26] In June, increasing CO2 accounts for positive APSC

trends. The 1975–2049 period is ideal for trend attribution in
the “realistic future” simulations, as the CO2 and EESC time
series are linearly independent (CO2 increases monotoni-
cally, while EESC peaks in 2000). Figure 4a clearly shows
that, in both V1 F2 and V1 F3, the CO2 term accounts for
positive APSC trends (see also Table 5). The roles of EESC
and polar downwelling are small and are statistically dis-
tinct from the CO2 contribution to the trends. In Cl60, the
CO2 term accounts for the positive (though not statistically
significant) APSC trend; the EESC term is equal to zero.
In WA, both increasing EESC and increasing CO2 may
contribute to the large, positive APSC trend. During the 2000–
2099 period, APSC trends are positive and consistent among
the four GEOS V1 CCM simulations (see Table 4). In Cl60,
increasing CO2 drives this trend, as the w* term is small and
there is no EESC contribution. However, in the “realistic
future” simulations, CO2 and EESC trends have the opposite
sign (CO2 increases monotonically throughout the 21st cen-

Figure 3. Time series of zonal mean zonal wind at 10 hPa, 60°S (m s−1), between 2000 and 2099, in
June. Shown are simulations V1 F1 (blue), V1 F4 (purple), V1 F5 (cyan), V2 F4 (red), Cl60 (green),
and WA (brown). Solid lines denote “realistic future” simulations. Three iterations of a 1‐2‐1 smoothing
algorithm have been applied to all time series.

Table 4. 2000–2099 Antarctic APSC Trends at 50 hPaa

DCO2

(ppmv)
DEESC
(ppbv)

May
(Figure 2a)

June
(Figures 2b and 4a)

July
(Figure 2c)

August
(Figure 2d)

September
(Figure 2e)

October
(Figures 2f and 4b)

V1 F1 345 −2.5 0.18 ± 0.18 4.35 ± 1.60 3.34 ± 1.80 1.45 ± 2.36 −2.45 ± 2.60 −9.93 ± 2.92
V1 F4 345 −2.5 0.23 ± 0.16 5.10 ± 1.46 3.46 ± 1.98 1.65 ± 2.38 −1.76 ± 2.86 −7.16 ± 2.44
V1 F5 485 −2.5 0.67 ± 0.34 5.10 ± 1.60 3.53 ± 1.90 −0.19 ± 2.40 −2.72 ± 2.86 −6.83 ± 2.32
V2 F4 345 −2.5 N/A 2.10 ± 1.06 1.53 ± 1.26 0.48 ± 1.34 −2.37 ± 1.44 −4.63 ± 1.34
Cl60 345 0 0.19 ± 0.14 4.46 ± 1.54 5.55 ± 2.02 4.86 ± 2.74 3.15 ± 3.04 −0.03 ± 0.08

a106 km2 c−1. Trends that are statistically significant at the 95% confidence level or higher are denoted in bold. Errors denote 2 standard deviations.
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tury while EESC decreases monotonically). These circum-
stances imply that, in many cases, the CO2 and EESC con-
tributions to the APSC trends are not statistically distinct.
Trend attribution for the “realistic future” simulations in the
2000–2099 period in June is unclear and is thus not shown.
[27] As expected, EESC changes account for the APSC

trends in October (Figure 4b). The largest APSC trend occurs

in WA; however, the CO2 and EESC time series are non-
orthogonal (both CO2 and EESC increase monotonically
between 1975 and 2075) and thus statistical trend attribution
is not possible. EESC does not change in Cl60, accounting
for the negligible APSC trends. For the 1975–2049 period,
APSC trends in V1 F2 and V1 F3 are not statistically sig-
nificant. For the 2000–2099 period, decreasing EESC trends

Figure 4. Results of the multiple linear regression of APSC trends at 50 hPa for the 1975−2049 period.
Shown are regressions of the V1 F2 and V1 F3 APSC trends in (a) June and (b) October. The trends noted
in Table 5 are shown in black. Fitted trends are shown as the gray dots. Red dots show the CO2‐related
contribution; blue dots show the EESC‐related contribution; green dots show the w*‐related (polar
downwelling‐related) contribution. Error bars denote ±2 standard deviations.

Table 5. 1975–2049 Antarctic APSC Trends at 50 hPaa

DCO2 (ppmv) DEESC (ppbv) May
June

(Figure 5) July August September October

V1 F2 197 0.8 N/A 4.34 ± 1.97 4.63 ± 2.46 3.64 ± 3.22 1.61 ± 4.00 −2.05 ± 5.22
V1 F3 197 0.8 0.05 ± 0.06 3.63 ± 1.83 3.38 ± 2.72 −0.84 ± 3.94 −4.45 ± 4.66 −1.65 ± 4.65
Cl60 197 0 N/A 2.05 ± 2.13 1.18 ± 3.08 1.43 ± 4.04 1.05 ± 4.04 0.09 ± 0.13
WA 197 28.2 1.82 ± 1.22 5.46 ± 2.64 9.27 ± 3.68 15.95 ± 5.18 21.73 ± 6.76 31.20 ± 8.71

a106 km2 c−1. Trends that are statistically significant at the 95% confidence level or higher are denoted in bold. Errors denote 2 standard deviations.
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in V1 F1, V1 F4, V1 F5, and V2 F4 correspond with neg-
ative trends in APSC, though in V1 F1 and V1 F4 the EESC
and CO2 contributions cannot be distinguished.
[28] Radiative flux calculations provide further evidence

that increasing CO2 drives the robust cooling trends seen in
all simulations in early winter. Net radiative heating rates
were calculated off‐line [Chou et al., 2001], using temper-
ature and trace gas fields from the GEOS CCM simulations,
and were converted to approximate longwave heating rates
using the online modeled shortwave heating rates. This
analysis focused on the polar cap region (60°S–90°S) at
50 hPa in June. Radiative calculations were made using
output from each year of the V1 F4 and V1 F5 simulations.
Differences between the 2000–2019 and 2080–2099 periods
were used to assess predicted changes in longwave heating
over the course of the 21st century.
[29] The radiative contributions of various trace gases to

temperature changes between the early and late 21st century,
for a given longwave heating rate, are shown in Table 6. For
each case and for each simulation, a linear fit between
longwave heating rates, obtained from the radiative calcu-
lations, and temperatures from the CCM simulations was
used to estimate T50hPa given a longwave heating rate of
−2 K d−1. Twenty year mean polar cap temperatures, ex-
pressed as differences from 2000 to 2019, are shown in the
first two columns of Table 6. The second row of data shows
that T50hPa is lower in the late 21st century than in the early
21st century (see V1 F4 in Table 2). The polar cap tem-
perature difference between 2000–2019 and 2080–2099 is
∼1 K. The third through seventh rows of data show the
contributions of various radiatively active gases (i.e., H2O)
to this temperature difference; specifically, temperature
differences computed in cases when 2080–2099 con-
centrations of one or more trace gas was substituted for
2000–2019 concentrations in the radiative calculations. The
temperature difference for the 2000−2019 case substituted
with 2080–2099 CO2 values is −1.07 K (−0.97 K) in V1 F4
(V1 F5), suggesting that that it is the change in CO2 that
drives the 21st century cooling trend in June. In V1 F4,
temperature differences are less than 0.1 K in the cases of
substitutions with 2080–2099 CH4, N2O, H2O, CFC‐11,
CFC‐12, CFC‐22, and ozone values, implying that these
gases make little or no contribution to 21st century cooling
in the Antarctic lower stratosphere.
[30] Temperature differences between V1 F5 and V1 F4

are shown in the right‐hand column of Table 6. During the
2000–2019 period, polar cap temperatures are on average

cooler (0.13 K) in V1 F5 than in V1 F4. By the 2080–2099
period, CO2 concentrations are higher in V1 F5 (forced by
the A2 scenario for greenhouse gases) than in V1 F4 (A1b
GHG scenario), enhancing radiative cooling. During 2080–
2099, polar cap temperature differences between V1 F4 and
V1 F5 are slightly larger (0.18 K) than those seen for the
2000–2019 period. The results of the off‐line radiative
calculations are similar in May and July (not shown).
[31] In summary, both multiple linear regression analysis

and radiative calculations point to CO2 as the primary driver
of the robust June cooling (increasing APSC) trends; this
result is expected, since an increasing trend in greenhouse
gas concentrations is common to all of the simulations
considered in this paper. Changes in stratospheric chlorine
drive APSC trends in October.

3.3. Polar Ozone Trends

[32] In autumn and early winter, positive APSC trends,
which suggest an increased potential for chemical ozone
depletion in future, do not correspond with predicted ozone
trends. Smoothed June ozone time series are shown in
Figure 5a. In all but the WA simulation, Antarctic ozone at
50 hPa increases at a statistically significant rate between
2000 and 2099; this result is consistent with the relative
increase in extratropical ozone by the late 21st century in
GEOS CCM simulations, as noted by Li et al. [2009] and
Waugh et al. [2009]. Ozone trends (Table 7) are consistent
among the “realistic future” simulations and are smaller in
the Cl60 simulation. Instantaneous ClO and HNO3 fields,
available on the first day of each month, respectively pro-
vide a “snapshot” view of chlorine activation and the pres-
ence of PSCs. In the realistic future simulations, there are
positive ClO and HNO3 trends in June (not shown). Thus, in
the early winter, transport changes dominate over chemistry:
Polar ozone increases despite lower temperatures and
increased chlorine activation.
[33] In October (Figure 5b), polar ozone trends (no change

in Cl60, decreasing in WA, increasing in the realistic future
simulations) reflect trends in stratospheric chlorine and APSC,
as discussed in the previous sections. Polar ozone trends are
consistent among the four “realistic future” simulations.

4. Summary and Discussion

[34] The 21st century trends in polar stratospheric tem-
perature and APSC were evaluated as a function of season.
Robust cold area and temperature trends were found in the

Table 6. June Polar Cap Temperature Differences at 50 hPa, Estimated From a Longwave Heating Rate of −2 K d−1a

DT From V1 F4 2000–2019 (K) DT From V1 F5 2000–2019 (K) DT V1 F5 − V1 F4 (K)

2000–2019 0 0 −0.13
2080–2099 −1.01 −1.06 −0.18
2000–2019 with 2080–2099 CO2 −1.07 −0.97
2000–2019 with 2080–2099 CH4 and N2O −0.04 −0.12
2000–2019 with 2080–2099 H2O −0.08 −0.06
2000–2019 with 2080–2099 CFCs 0.00 −0.01
2000–2019 with 2080–2099 O3 0.01 0.22

aTemperatures and longwave heating rates are calculated from an off‐line radiative code, then fitted using a least squares technique. The top row of data
shows temperature differences when 2000–2019 conditions are used in the radiative calculations. The second row of data shows temperature differences
when 2080–2099 conditions are used in the radiative calculations. The third through seventh rows show temperature differences for 2000–2019 when
2080–099 values are substituted for one or more trace gas in the radiative calculations. Twenty year means are shown. Additional explanation is
provided in the text.
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lower and middle Antarctic stratosphere, in both the autumn
and early winter (May, June, and July) and in October. This
study was the first to use a selection of greenhouse gas,
ozone‐depleting substance, and sea surface temperature
scenarios to test the trend sensitivity to these parameters and
to compare simulations of the 21st century in two versions
of the GEOS CCM.
[35] In the autumn and early winter (May, June, and July)

in the lower stratosphere, cooling trends were seen in all
simulations. Both radiative calculations and multiple linear
regressions confirmed that increasing CO2 drove this cool-
ing. The magnitudes of the early winter temperature trends
(∼1–3 K by 2100) were not affected by the choice of
boundary conditions; however, stronger cooling would
likely have been seen in a simulation forced by a sharper
increase in CO2. The Antarctic polar jet showed a
corresponding strengthening. APSC trends in the GEOS V1
CCM “realistic future” simulations matched those found in
another CCM [Hitchcock et al., 2009; see Figure 2b and
their Figure 3a] and were stronger than those seen in the
GEOS V2 CCM simulation.
[36] In midwinter, APSC and T50hPa did not change sig-

nificantly throughout the 21st century. One exception was
the “world avoided” simulation: large, positive APSC trends
were found in the early and middle 21st century, due to
extreme ozone depletion [Newman et al., 2009].

[37] In October, the sign of the APSC trends corresponded
with the respective trends in ODSs (and thus, in polar ozone
depletion): positive in the “world avoided” simulation, no
trend in the “low chlorine” simulation, and negative trends
in the “realistic future” simulations; polar cap temperature
trends had the opposite sign. APSC trends were larger in both
versions of the GEOS CCM than in the CMAM ensemble
mean (see Figure 2f), likely due to the relative cold bias in
the lower stratosphere in the CMAM [Eyring et al., 2006;
Hitchcock et al., 2009]. At 10 hPa, above the ozone hole,
negative polar cap temperature trends in all simulations re-
flected increases in CO2. By the late 21st century, there was
stronger cooling in the A2 GHG scenario than in the A1b
scenario; however, 2000–2099 temperature trends in the two
scenarios were not statistically distinct.
[38] In the “realistic future” simulations, early winter

ozone increased throughout the 21st century despite lower
stratospheric cooling. Increased transport of ozone, due to
the strengthening of the Brewer‐Dobson circulation in
future, overwhelmed the radiative and chemical changes that
might have enhanced chemical ozone depletion. In October,
polar ozone trends corresponded with the availability of
stratospheric chlorine and were consistent with APSC trends.
The magnitudes of the positive ozone trends were the same
in all of the “realistic future” simulations. This result sug-
gests that, for the subset of climate change scenarios tested

Table 7. 2000–2099 Polar Ozone Trends at 50 hPaa

DCO2 (ppmv) DEESC (ppbv) May
June

(Figure 6a) July August September
October

(Figure 6b)

V1 F1 345 −2.5 1.8 ± 0.6 2.5 ± 0.8 4.0 ± 1.0 8.7 ± 1.8 17.2 ± 3.6 23.9 ± 5.2
V1 F4 345 −2.5 1.7 ± 0.6 2.4 ± 0.8 3.9 ± 1.0 8.6 ± 1.8 16.0 ± 3.6 21.2 ± 5.0
V1 F5 485 −2.5 2.1 ± 0.8 2.6 ± 0.8 4.6 ± 1.2 9.6 ± 2.2 17.6 ± 3.8 22.4 ± 4.8
V2 F4 345 −2.5 2.7 ± 0.8 3.4 ± 0.8 5.2 ± 1.2 10.2 ± 2.2 18.0 ± 3.8 21.6 ± 4.6
Cl60 345 0 1.9 ± 0.6 2.0 ± 0.8 1.7 ± 0.8 1.4 ± 1.0 1.1 ± 1.2 0.8 ± 1.4

a10−3 ppmv a−1. Trends that are statistically significant at the 95% confidence level or higher are denoted in bold. Errors denote 2 standard deviations.

Figure 5. Time series of Antarctic ozone (60°S–90°S) at 50 hPa (ppmv), between 2000 and 2099, in
(a) June and (b) October. Shown are simulations V1 F1 (blue), V1 F4 (purple), V1 F5 (cyan), V2 F4
(red), Cl60 (green), and WA (brown). Solid lines denote “realistic future” simulations. Three iterations
of a 1‐2‐1 smoothing algorithm have been applied to all time series.
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in this work, the choice of sea surface temperature and
greenhouse gas scenarios has a negligible impact on future
ozone trends in the polar lower stratosphere. Additional
work will be required to quantify the impact of climate
change, if any, on Antarctic ozone recovery.
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