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[1] The Brewer‐Dobson circulation (BDC) is the mean meridional mass circulation in
the stratosphere and the southern annular mode (SAM) is the prime variability pattern
of the Southern Hemisphere extratropical troposphere. Motivated by previous studies
showing that both the strengths of the BDC and the SAM have the largest trends in
the austral summer in the recent past, this paper investigates the relationships between
the BDC and the SAM using coupled chemistry‐climate model simulations. The model
results show that the strengthening of the BDC in the Southern Hemisphere during
November–February (NDJF) is strongly projected onto the high index of the SAM. The
trends in the BDC and the SAM are driven by Antarctic ozone depletion, which increases
stratosphere‐troposphere interactions through a delayed Antarctic vortex breakup. The
prolonged persistence of stratospheric westerlies enhances upward propagation of
tropospheric wave activity into the stratosphere and strengthens the BDC. The wave
flux and westerly anomalies in the stratosphere in turn drive a SAM trend toward its high
index. Model results also show that the BDC‐SAM relationship is robust on the
interannual time scale.
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1. Introduction

[2] The stratospheric mean meridional circulation, or the
so‐called Brewer‐Dobson circulation (BDC), plays a crucial
role in the distribution of ozone and other important trace
species in the stratosphere [Brewer, 1949; Dobson, 1956]. The
BDC consists of an upwelling branch in the tropics, pole-
ward flows, and downwelling branches in the extratropics
[Andrews et al., 1987]. The forcing of the BDC is from
Rossby and gravity wave breaking in the extratropical strato-
sphere, which deposits westward momentum in the strato-
sphere that drives a poleward flow [Holton et al., 1995].
Because of mass continuity, poleward flow in the extra-
tropical stratosphere induces rising motion in the tropics and
sinking motion in the midlatitudes to high latitudes.
[3] Butchart and Scaife [2001] were the first to predict

a strengthening of the BDC in response to an increase in
greenhouse gases. Because an enhanced BDC has signifi-
cant impacts on stratospheric transport, ozone recovery, and
stratosphere‐troposphere exchange, the strength of the BDC
under global warming has been extensively investigated.

Numerous middle‐atmosphere model simulations have con-
firmed that an increase in the BDC is a robust model response
to climate change [e.g., Butchart et al., 2006]. Model results
indicate that the acceleration of the BDC is caused by a
stronger stratospheric wave forcing with contributions from
both model resolved waves and parameterized gravity waves
[Butchart et al., 2006; Li et al., 2008; Garcia and Randel,
2008; McLandress and Shepherd, 2009]. Several studies have
linked the enhancement in the stratospheric wave driving to
greenhouse gas (GHG) increase, sea surface temperature
change, and stratospheric ozone depletion [Butchart and
Scaife, 2001; Li et al., 2008; Garcia and Randel, 2008; Oman
et al., 2009].
[4] Despite extensive studies of the BDC, there are still

some outstanding dynamical questions. One important issue
is whether and how changes in the BDC are connected to
climate change in the troposphere, in particular, the annular
modes. The annular modes are the leading variability in the
extratropical troposphere at intraseasonal, interannual, and
decadal time scales [Thompson and Wallace, 2000; Thompson
et al., 2000]. When the zonal‐mean zonal wind in the strato-
sphere is weak westerly, the annular modes are coupled with
the stratospheric circulation through active wave‐mean flow
interactions. During these active seasons, wind variability
associated with the annular modes can modulate Rossby
wave propagation into and within the stratosphere and hence
can modulate the strength of the BDC. On the other hand,
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increased wave‐mean flow interactions in the stratosphere
can affect tropospheric variability reflected as changes in the
annular modes [Hartmann et al., 2000]. Previous work on
the relationship between the annular modes and the BDC
has focused on their interannual variations. For example,
Limpasuvan and Hartmann [2000] and Hartmann et al.
[2000] found that a high index of the northern annular mode
(NAM) is associated with a poleward shift of the tropo-
spheric jet and a stronger polar vortex, which decreases the
refractive index and leads to a reduction of the stratospheric
wave drag and a weaker BDC. But this relationship does not
appear to apply to the trends of the NAM and the strato-
spheric wave drag [Hu and Tung, 2002]. In the Southern
Hemisphere (SH), Fogt et al. [2009] found that the spring
stratospheric wave driving is significantly correlated with
the summer southern annular mode (SAM), suggesting a
close relationship between the BDC and SAM on the intra‐
annual and interannual time scale.
[5] At present, the relationship between the trends in the

annular modes and the strength of the BDC is poorly under-
stood. The motivation of this paper is the similar seasonality
of the trends in the SAM and the BDC in the late twentieth
century, which suggests that the long‐term trends in the
SAM and the BDC could be closely related. The SAM is the
dominant pattern of variability in the SH troposphere, which
describes the fluctuations in geopotential height, tempera-
ture, zonal wind, and surface pressure with opposite signs in
high and middle southern latitudes [Thompson and Wallace,
2000]. Observational studies have identified a significant
trend of the SAM toward its positive phase (or a high index)
during the late twentieth century, characterized by a strength-
ening of the Antarctic polar vortex and a poleward shift of
the tropospheric jet with the largest seasonal trend occur-
ring in the austral summer [Thompson and Solomon, 2002;
Marshall, 2003]. Similar seasonality in the trend of the BDC
has been reported in a number of coupled chemistry‐climate
model (CCM) investigations [Butchart et al., 2006; Li et al.,
2008]. Li et al. [2008] further showed that this seasonal
structure in the BDC trend is mainly caused by large increases
in the SH downwelling during the austral summer. In addi-
tion, previous studies have found that Antarctic ozone deple-
tion has a significant impact on the seasonality of the trends
in the SAM [Cai and Cowan, 2007; Perlwitz et al., 2008] and
the BDC [Li et al., 2008; McLandress and Shepherd, 2009;
Oman et al., 2009].
[6] The purpose of this paper is to investigate whether

and how trends in the SAM and the BDC are related in the
austral summer by examining simulations from the Goddard
Earth Observing System (GEOS) CCM. We focus on the
BDC‐SAM relationship over the decadal time scale, but we
also address their link on the interannual time scale. The
model and simulations used in this paper are described in
section 2. Results are presented in section 3. Conclusions
and discussions are given in section 4.

2. Model and Simulations

[7] This study uses simulations with version 1 of the
GEOSCCM. Details of the model can be found in the work
of Pawson et al. [2008]. The model is an extension of the
GEOS‐4 General Circulation Model with a comprehensive
stratospheric chemistry module. It uses a flux form semi‐

Lagrangian dynamical core, and the physics are adapted from
theNationalCenter forAtmospheric Research (NCAR)CCM3.
The stratospheric chemistry module is from the Goddard
Chemical Transport Model [Douglass et al., 1996]. The model
chemistry is coupled with physical processes through the
radiation code. The model has 55 vertical levels with a top at
0.01 hPa. Simulations used in this study were performed
with a horizontal resolution of 2° latitude by 2.5° longitude.
[8] For this study, we present results from three simula-

tions of the latter half of the twentieth century (1960–2000).
The first two experiments P1 and P2 are a two‐member
ensemble simulation (with different initial conditions) forced
with observed, time‐dependent sea surface temperature and
sea ice amounts from HadISST and the CCMVal REF1
scenario of GHGs and ozone‐depleting substances (ODSs)
[Eyring et al., 2005]. The mean of P1 and P2 in this study
is denoted as P12. The third run Cl60 is identical to the
first two except that the halogen concentrations are fixed at
1960 levels. The purpose of Cl60 is to separate the impacts
of GHG and ODS.
[9] Eyring et al. [2006] evaluated simulations of temper-

ature, trace species, and ozone for the period 1980–1999
from P1 and 12 other CCMs. Pawson et al. [2008] assessed
ozone‐temperature coupling in P1 and P2. Overall P1 and P2
results agree well with observations in terms of the strato-
spheric thermal structure and trace gas distributions. Long‐
term stratospheric temperature trend and ozone depletion in
P1 and P2 are in reasonable agreement with observations.
As with other CCMs, GEOSCCM has biases. One that is
relevant to this study is that the Antarctic vortex is too
persistent [Pawson et al., 2008; Hurwitz et al., 2010]. This
will be discussed in section 4.

3. Model Results

[10] A key factor to understand the relationship between
the trends in the BDC and SAM is their seasonality. This is
illustrated by comparing the seasonal structure of trends in
the net SH downward mass flux and the Antarctic geopo-
tential height in the P12 simulations, which represent the
seasonality of trends in the BDC and the SAM, respectively
(Figure 1). Here and for the rest of this study, the trend is
calculated by a linear least squares regression. The statistic
significance of the trend is calculated using a two‐tailed
Student’s t test with the degrees of freedom reduced from a
lag‐1 autocorrelation of regression residuals [Santer et al.,
2000]. The net hemispheric downward mass flux has been
widely used as a measure of the strength of the BDC and is
calculated by

2�

Zpole

8t

a� cos8w*ad8;

where w* is the residual vertical velocity, r is the density,
a is the Earth’s radius, and 8t is the southern turnaround
latitude where the tropical upwelling changes to extra-
tropical downwelling [Butchart et al., 2006]. The SAM char-
acterizes the seesaw pattern of geopotential height changes
between Antarctica and the middle latitudes, and thus the
seasonal structure of the trend in the Antarctic geopotential
height can illustrate the seasonality of the trend in the SAM
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[Thompson and Solomon, 2002]. Figure 1 shows that the net
SH downward mass flux at 30 hPa (Figure 1a) and the
Antarctic geopotential height at 850 hPa (Figure 1b) have
the largest and statistically significant (95% confidence level)
trends in the austral late spring and summer (November–
February). The increase in the net SH downwelling indicates
an acceleration of the southern BDC, whereas the falling
of the geopotential height indicates a trend of the SAM
toward its positive phase. If we calculate the trends for the
seasonal mean net downward mass flux, then both the sum-
mer (December–February) and winter (June–August) trends
are statistically significant, but the summer trend is about
one‐third larger than the winter trend. Similar seasonal struc-
ture in the net SH downward mass flux is found in other
lower stratosphere levels. For the geopotential height change
over the Antarctic troposphere, Figure 1b shows a smaller
but statistically significant decreasing trend in April. This
seasonal structure in the P12 simulations agrees well with
Thompson and Solomon [2002], who identified substantial

decreasing trend in the tropospheric geopotential height over
Antarctica in the austral summer and fall using radiosonde
data.
[11] Figure 2a shows the seasonal evolution of the Ant-

arctic geopotential height trend for the period 1960–2000.
In the stratosphere, the geopotential height within the polar
cap decreases from October to May with the largest drop in
late spring and early summer (statistically significant at the
95% confidence level). This large decrease in the strato-
spheric geopotential height from November to February is
caused by a strong cooling in the Antarctic lower strato-
sphere that peaks in November and extends to February
(Figure 2b, recall that, assuming constant surface pressure,
geopotential height represents the vertical integral of temper-

ature ZðpÞ ¼ � Rp
psurf

RTðpÞ
g d ln p). During November–January,

the geopotential height decrease extends from the strato-
sphere to the surface (Figure 2a). These features agree very

Figure 2. Linear trends plotted as function of month and pressure in (a) Antarctic geopotential height
(65°S–90°S), (b) Antarctic temperature (65°S–90°S), and (c) circumpolar zonal wind (55°S–70°S)
in the P12 simulations. Shading indicates that trends are statistically significant at the 95% confidence
level.

Figure 1. Seasonal cycle of linear trends in the period 1960–2000 for (a) 30 hPa net SH downward
mass flux and (b) 850 hPa Antarctic (65°S–90°S) geopotential height in the P12 simulations. Shading
indicates that trends are statistically significant at the 95% confidence level.
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well with observations [Thompson and Solomon, 2002].
The cooling in the Antarctic lower stratosphere also pro-
duces a large westerly shift of the circumpolar flow in the
stratosphere that is coupled with an enhanced westerly
flow throughout the troposphere from November to January
(Figure 2c).
[12] Several observational [Thompson and Solomon, 2002]

and modeling studies [Cai and Cowan, 2007; Perlwitz et al.,
2008] have suggested that the large summer SAM trend is
related to Antarctic ozone depletion. Strengthening of the
BDC during the austral summer in the recent past has also
been largely attributed to Antarctic ozone depletion [Manzini
et al., 2003; Li et al., 2008; McLandress and Shepherd, 2009].
In our simulations, the role of Antarctic ozone depletion in
driving trends in the BDC and the SAM can be clarified by
comparing the P12 and Cl60 results. Again, Cl60 is same as
P12 except that the halogen loading is fixed at 1960 levels
and, therefore, has no Antarctic ozone hole. Without ozone
depletion, there is no significant trend in the 30 hPa net SH
downward mass flux in December–February (Figure 3a)
when the P12 simulations show the largest increase (see
Figure 1a for comparison). The trend in the Antarctic geo-

potential height at 850 hPa in Cl60 (Figure 3b) also has
totally different seasonal structures from that in P12 (see
Figure 1b). The lower tropospheric geopotential height over
Antarctica actually increases (although not statistically sig-
nificant) in late spring and early summer in Cl60 (also see
Figure 4a) due to GHG increase‐induced tropospheric
warming (Figure 4b). Comparing temperature changes in the
Antarctic stratosphere between Cl60 and P12 reveals that
the strong lower stratospheric cooling and the significant
middle stratospheric warming are driven by the ozone hole
(Figures 4b and 2b). Figure 4c shows that in Cl60 the cir-
cumpolar flow does not have a significant trend from
November to February in the troposphere and stratosphere,
in contrast to the strong westerly accelerations in the P12
simulations. These different changes between the P12 and
Cl60 simulations clearly show that the large summer SAM
and BDC trends are driven by Antarctic ozone depletion.
[13] The connection between Antarctic ozone depletion

and the strengthening of the BDC in the SH is well under-
stood [e.g., Li et al., 2008]. Ozone hole cools the Antarctic
lower stratosphere, increases the meridional temperature
gradient in the subpolar region, and strengthens the westerly

Figure 3. Same as Figure 1 but for the Cl60 simulation.

Figure 4. Same as Figure 2 but for the Cl60 simulation.
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circumpolar flow. As a result, the breakup of the Antarctic
polar vortex is delayed from late spring to early summer.
A direct consequence of the delayed polar vortex breakup
is that the stratospheric planetary wave activity emanating
from the troposphere can penetrate higher and stay longer
in the stratosphere, causing an acceleration of the BDC.
It should be noted that an underlying assumption of the
above argument is that the strengthening of the southern
BDC can be accounted for by increases in the planetary
wave forcing. Therefore, we first need to verify whether
this is indeed the case in the P12 simulations in order to
apply the delayed polar vortex breakup mechanism to
explain the seasonality of the BDC trend.
[14] Figure 5 compares the evolution of the November–

February (NDJF) 30 hPa net SH downward mass flux and
the contributions from model resolved waves and parame-
terized gravity waves calculated from the downward control
principle [Haynes et al., 1991]. We choose NDJF because
the net SH stratospheric mass flux increase and the lower
tropospheric Antarctic geopotential height drop are largest
during this 4 month period (see Figure 1). Figure 5 shows
that the actual net SH mass flux agrees very well with the
wave‐driven mass flux from the downward control analysis.
Model‐resolved waves and parameterized gravity waves
account for 72% and 28%, respectively, of the net SH
downward mass flux at 30 hPa, consistent with previous
studies [e.g., Butchart et al., 2006]. The long‐term and inter-
annual variations of the mass flux driven by EP flux diver-
gence are in very good agreement with the actual mass flux
with a correlation of 0.97. We conclude that the strength-
ening of the SH extratropical BDC is mostly due to the
increase in the stratospheric planetary wave forcing.
[15] Figure 5 also shows that the change of the net SH

downwelling during NDJF is not a linear trend. There is an

abrupt increase around 1980 and the trend for the period
1981–2000 is much larger than that for the period 1960–
1980. We found that the NDJF net SH downwelling is
highly correlated with the October Antarctic total ozone (r =
0.90) (Figure 6), which suggests that the strength of the
southern summer BDC is strongly affected by the severity of
Antarctic ozone depletion. Similar temporal structures are
also found in the evolution of the Antarctic geopotential
height during NDJF in both the troposphere and the strato-
sphere (Figure 6). The time series of the 30 and 850 hPa
geopotential height are highly correlated with each other
(r = 0.78), and they are both strongly correlated with the
October Antarctic total ozone (r = 0.89 and 0.59, respec-
tively) and the 30 hPa net SH downward mass flux (r = 0.78
and 0.62, respectively). Thompson and Solomon [2002]
identified strong correlations between Antarctic ozone deple-
tion and the falling of the tropospheric and stratospheric
geopotential height in the southern high latitudes using
observational data and argued that these correlations suggest
a significant impact of the ozone hole on the SAM trend.
Our P12 results support their argument and also reveal a
possible linkage between the BDC and SAM through their
close connection with the Antarctic ozone hole.
[16] The relationship between the changes in the south-

ern extratropical BDC and SAM in the P12 simulations is
investigated by comparing the trend of the residual circu-
lation with the regression (or covariance) of the residual
circulation on the SAM index. We follow the method of
Thompson et al. [2000] to define the SAM as the first

Figure 5. Time series of the NDJF mean net SH downward
mass flux at 30 hPa (black). The red and blue lines are the
wave‐driven mass fluxes calculated from the downward
control principle. The red lines show the results from model
resolved waves (EP flux divergence) only. The blue lines
show the results including both resolved waves and param-
eterized gravity waves. The thick curves are 7 year running
average mean.

Figure 6. Time series of (top) October Antarctic total
ozone, (middle) the negative of the NDJF mean net SH mass
flux at 30 hPa, and (bottom) NDJF mean geopotential height
at 30 hPa (green, left axis) and 850 hPa (blue, right axis).
Thick curves are 7 year running average mean.
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empirical orthogonal function (EOF) of the 850 hPa geopo-
tential height southward of 20°S. The EOFs are calculated
using NDJF mean time series for the period 1981–2000, and
the standardized leading principal component time series
is used as the SAM index. The calculated SAM index
using this method is very similar to the inverted 850 hPa
Antarctic geopotential height (see Figure 6). Results pre-
sented in the following are not sensitive to the definition
of the SAM pattern and index. For example, we can use the
circumpolar upper tropospheric zonal wind as the SAM
index and obtain the same results. We focus on the 20 year
period 1981–2000, because changes in the BDC and SAM are
much larger than those in the period 1960–1980 (Figure 6).
[17] The linear trend of the residual vertical velocity in

NDJF between 1981 and 2000 in P12 is shown in Figure 7a
as a function of latitude and pressure. In the stratosphere,
the trend in the residual vertical velocity demonstrates an
accelerated BDC with enhanced downwelling in the south-
ern high latitudes (dashed contours) and increased upwelling
in the midlatitudes (solid contours). Very similar spatial pat-
terns are found in the SAM regression map (Figure 7b),
showing that an anomalously strong BDC is associated
with a high index of the SAM. The nearly identical pat-
terns in Figures 7a and 7b illustrate that the long‐term change
of the strengthening of the BDC is highly projected onto
the trend of SAM toward its high index. The trend in the
residual vertical velocity that is linearly congruent with the
SAM index, obtained by multiplying the covariance with
the linear trend of the SAM index, can be used to quantify the
relationship between trends in BDC and SAM [Thompson
and Solomon, 2002]. The SAM index has a linear trend of
0.90/decade for the period 1981–2000 in the P12 simula-
tions; thus, it can be inferred that more than 80% of increases
in the Antarctic downwelling and midlatitude upwelling are
linearly congruent to the SAM index. Furthermore, almost all

the tropospheric trend in the residual vertical velocity is lin-
early projected onto the SAM.
[18] Although the BDC does not show a significant linear

trend in NDJF in Cl60 (Figure 3a), it is still worthy to
examine whether the interannual variations of the BDC are
related to those of SAM in Cl60. Figure 8a shows that the
linear trend in the stratospheric residual vertical velocity is
not statistically significant and does not resemble the SAM
regression map. However, the SAM index regression map in
Cl60 (Figure 8b) has a nearly identical pattern to that for
P12 (Figure 7b). The magnitude of the regression coeffi-
cients is smaller in Cl60 than in P12, because the trends of
the BDC and SAM in P12 yield larger covariance. When the
covariance between the residual vertical velocity and the
SAM in P12 is calculated using detrended data, the resulting
regression coefficients have nearly the same magnitude as
those in Cl60 (figure not shown). The similar regression
patterns in P12 and Cl60 illustrate that, regardless of ozone
depletion, a high SAM index is associated with anomalously
strong polar downwelling and midlatitude upwelling in
austral summer on the interannual time scale. The impact of
the Antarctic ozone hole is to drive a long‐term trend in the
BDC that is strongly congruent with the year‐to‐year SAM
variations.
[19] In order to understand why trends in the southern

BDC are strongly reflected in the SAM index in the P12
simulations, we need to find out the cause for the acceler-
ation of the BDC and its connection with the SAM. We
have already shown in Figure 5 that the strengthening of
the BDC in the austral summer is mostly due to increase in
the stratospheric planetary wave driving. Thus, the question
is how the enhanced planetary wave driving is related to
the SAM. In order to answer this question, we examine the
linear trends in the NDJF zonal mean temperature, zonal
wind, eddy momentum, and heat flux between 1981 and

Figure 7. (a) Linear trends of the NDJF residual vertical velocity in the period 1981–2000 as a function
of latitude and pressure. Shading denotes that trends are significantly different from zero at the 95%
confidence level. (b) NDJF residual vertical velocity regressed on the standardized SAM index.
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2000 and their SAM regression maps (Figure 9). Temper-
ature changes in the summer Antarctic stratosphere are
marked by a vertical dipole structure (Figure 9a) that has
been reported in many model simulations [e.g., Mahlman
et al., 1994] and has been confirmed in radiosonde and
reanalysis data [Randel and Wu, 1999]. The strong Ant-
arctic lower stratospheric cooling increases the meridional
temperature gradient and enhances the stratospheric west-
erlies over the high latitudes (Figure 9b). In NDJF, a
westerly shift of the SH stratospheric flow indicates a delay
of the polar vortex breakup, which prolongs the period of
weak westerlies in the lower stratosphere and increases the
upward propagation of planetary wave activity into the
stratosphere. This is illustrated in Figure 9c, showing a
large increase in negative northward meridional eddy heat
flux (an approximation of the vertical component of the EP
flux) in the stratosphere poleward of about 50°S, which
increases westward momentum deposition and strengthens
the BDC. The westerly accelerations of the zonal wind in
the SH high latitude stratosphere is coupled with increased
westerlies in the troposphere centered at 60°S (Figure 9b).
The tropospheric zonal wind trend is characterized by a
dipole structure, indicating a poleward shift of the tropo-
spheric jet. This poleward shift is maintained by a similar
displacement of the eddy meridional flux of zonal momen-
tum in the upper troposphere (Figure 9d).
[20] The SAM regression maps of the temperature, zonal

wind, and eddy heat and momentum flux are presented in
Figures 9e–9h. Nearly identical patterns are found between
the regression maps and the linear trends, indicating that
trends in the tropospheric and stratospheric circulations and
wave activities are strongly projected onto the positive
phase of the SAM. Multiplying the regression maps with
the linear trend in the SAM index and comparing, we found
that nearly all trends in the troposphere are congruent with
the SAM index. More important for the purpose of this

study, most of the stratospheric trends (about 80%) are
congruent with the SAM index.
[21] Figures 10a–10d show that in the Cl60 simulation

that does not include ozone depletion, linear trends of
the NDJF zonal wind and eddy momentum and heat flux
are not statistically significant. Although Cl60 simulates
statistically significant temperature changes due to GHG
increase, it does not reproduce the strong Antarctic lower
stratospheric cooling and middle stratospheric warming.
Comparing with the P12 results (Figures 9a–9d) clearly
demonstrates that the trends in the P12 simulations are
driven by the ozone hole. However, the SAM regression
maps in Cl60 are very similar to those in P12, but with
smaller covariance (Figures 10e–10h). When we remove
the trends in the P12 results and calculate the regression,
we find that the regression coefficients have nearly the
same magnitude in P12 and Cl60. This similarity indicates
that the relationship between interannual variations of the
summer stratospheric circulation and SAM are robust, with
or without ozone depletion.
[22] Our model‐simulated austral summer circulation chan-

ges, and the SAM regression maps are in broad agreement
with those calculated using the National Centers for Envi-
ronmental Prediction (NCEP) Reanalysis 2 data. Figure 11
shows that the major features of the SH summer climate
change agree qualitatively very well between the NCEP
Reanalysis and the P12 runs, including the Antarctic lower
stratospheric cooling, the strengthened circumpolar flow,
and the enhanced stratospheric wave flux. There are no
direct observations of the BDC (or the residual vertical
velocity), but the increases of eddy heat flux in the mid-
latitude to high latitude stratosphere in the NCEP Reanal-
ysis (Figure 11c) support the modeled strengthening of
the BDC. Figure 11 also shows that the trends resemble
the regressions onto the SAM index, supportive of the
BDC‐SAM relationship in our model simulations. How-
ever, GEOSCCM overpredicts the trends and the covar-

Figure 8. Same as Figure 7 but for the Cl60 simulation.
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iances with the SAM index. In section 4, we discuss why
the BDC‐SAM relationship is amplified in the simulations.
[23] The above analyses suggest that the key to under-

standing the BDC‐SAM relationship in the austral summer
is to link the circumpolar westerly anomalies and enhanced
wave activity in the stratosphere to a high index of the
tropospheric SAM. There is growing observational evidence
that such stratospheric anomalies induce tropospheric var-
iability reflected as a positive phase of the annular modes
[e.g., Baldwin et al., 2003; Thompson et al., 2005; Fogt
et al., 2009]. Here we suggest a possible mechanism to
explain the link between the ozone hole, the strengthening
of the BDC, and the SAM trend: the ozone hole increases
the stratospheric wave driving and strengthens the BDC
through a delayed vortex breakup, which in turn forces a
SAM trend toward its high index. One way to test this
hypothesis is to remove the SAM variability that is linearly
congruent with the stratospheric wave driving and check the
relationship between the SAM residual and the stratospheric
ozone concentration. If the SAM residual is correlated with
the stratospheric ozone and has a significant trend, this

would suggest that other processes in addition to strato-
spheric wave driving are involved in linking the ozone
hole with the tropospheric SAM trend. We found that,
after removing the part of SAM index that is congruent
with the NDJF 30 hPa mass flux, the SAM index residual
does not have a statistically significant trend and is not
significantly correlated with the October total column
ozone (r = −0.14 after removal of trends) for the 1960–
2000 period in the P12 runs (similar results are obtained
for the period 1981–2000 with r = −0.20). In comparison,
as can be inferred from Figure 6, the NDJF SAM index
is highly correlated with October total ozone (r = −0.52
after removal of trends) and has a statistically significant
trend. These results appear to support our hypothesis that
Antarctic ozone depletion forces a summer tropospheric SAM
trend almost entirely through changes in stratospheric wave
driving. However, it should be noted that the above analysis
does not rule out other mechanisms for stratospheric anomalies
to affect the SAM. For example, the SAM trend could be
driven by the circumpolar westerly anomalies in the upper
troposphere and lower stratosphere through the mechanism

Figure 9. (top) Linear trends for the period 1981–2000 as a function of latitude and pressure for the
NDJF mean (a) temperature (K/decade), (b) zonal wind (m s−1/decade), (c) northward meridional eddy
heat flux (k m s−1/decade), and (d) meridional eddy flux of zonal momentum (m2 s−2/decade) in the P12
simulations. Shading denotes the 95% confidence level. (bottom) SAM regression maps for the NDJF
mean (e) temperature (K/std SAM), (f) zonal wind (m s−1/std SAM), (g) eddy heat flux (km s−1/std
SAM), and (h) eddy momentum flux (m2 s−2/std SAM).
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suggested by Chen and Held [2007]. Therefore, it is pos-
sible that the increased and extended westerlies themselves
could be responsible for the BDC‐SAM connection.

4. Discussion and Conclusions

[24] The relationship between the BDC and the SAM
in the austral summer is investigated with GEOSCCM
simulations. In the P12 integrations, which simulates the
observed depletion of ozone, the southern BDC accelerates
and the SAM shifts toward a higher index during NDJF in
the latter half of the twentieth century. The two trends
overlap: the strengthening of the BDC is strongly projected
onto the high index of the SAM, and vice versa. In contrast,
in Cl60, which does not simulate ozone depletion, neither
the SAM nor the BDC has a significant trend during NDJF.
These model results clearly demonstrate that Antarctic
ozone depletion drives changes in the BDC and the SAM.
We suggest that the ozone hole‐induced delay of the Ant-
arctic vortex breakup is the key to linking the strengthening
of the BDC with the SAM during the austral summer.
The delayed onset of easterlies in the Antarctic lower
stratosphere prolongs the period for dynamical stratosphere‐
troposphere interactions. A direct consequence of the per-
sistent stratospheric westerlies is to strengthen the summer
BDC by allowing more tropospheric planetary wave activity

entering the stratosphere, as shown in Figures 9 and 11. On
the other hand, the enhanced stratospheric wave driving
or the increased westerlies forces a SAM trend toward its
high index. In summary, the BDC‐SAM relationship is a
result of increased stratosphere‐troposphere coupling driven
by ozone depletion.
[25] Although the Cl60 simulation does not produce

statistically significant trends in the BDC and the SAM
during NDJF, it reproduces the same interannual relation-
ship between the BDC and the SAM as that in the P12
simulations. This result raises a question: Is the physical
mechanism that links the trends in the BDC and the SAM
the same as the mechanism that operates on the interannual
time scale? In order to answer this question, first we need
to find out what drives the interannual relationship between
the summer SAM and the BDC. Fogt et al. [2009] inves-
tigated intra‐annual relationships between the Antarctic
total column ozone, the SAM, and the stratospheric wave
activity in the latter half of the twentieth century using
observations and the same GEOSCCM simulations ana-
lyzed in this study. They found that, in addition to the well‐
known negative correlation between the spring Antarctic
ozone and the summer SAM, the spring stratospheric wave
driving also plays an important role in determining the
interannual variability of the summer SAM. The results of
Fogt et al. [2009] suggest, based on the positive correlation

Figure 10. Same as Figure 9 but for the Cl60 simulation.
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between the summer SAM and BDC identified in this
study, that the stratospheric wave activity (or BDC) in
spring could significantly affect the wave activity in sum-
mer and is important in driving the interannual BDC‐SAM
relationship. This is confirmed by the high negative corre-
lation between the early spring BDC and the summer SAM
(r = −0.56 between October 30 hPa SH mass flux and the
NDJF SAM index), and between the early spring BDC and
late spring/early summer BDC (r = −0.55 between October
and December/January 30 hPa mss flux) in the P12 simu-
lations (correlation is calculated after removal of linear
trends).
[26] We suggest that the mechanism by which the spring

stratospheric wave activity affects the interannual vari-
ability of the summer BDC and SAM is the same as that
explaining how ozone depletion drives the decadal varia-
tions of the summer BDC and SAM, i.e., through its impact
on the persistence of the Antarctic vortex leading to chan-
ges in stratosphere‐troposphere coupling. Hurwitz et al.
[2010] showed that the Antarctic polar vortex breakup
date is highly correlated with the spring stratospheric wave
driving in the NCEP and ERA40 reanalysis data and
in the simulations with a newer version of GEOSCCM.
This relationship results from a 1 month lag correlation
between the midlatitude wave driving and the polar strato-

spheric temperature [e.g., Austin et al., 2003]. Anomalously
weak eddy heat flux in early‐middle spring leads to an
anomalously cold polar stratosphere in late spring and a
delayed vortex breakup, which extends the period of active
stratosphere‐troposphere dynamical coupling and causes a
stronger summer BDC and SAM. However, it should be
emphasized that the decadal trends of the summer BDC
and SAM cannot be attributed to long‐term changes in
spring stratospheric wave driving. In the P12 simulations,
the BDC in October does not have a statistically significant
trend (Figure 1a). Waugh et al. [1999] found that in the
NCEP Reanalysis data, the SH eddy heat flux at 100 hPa in
early spring increases from 1979 to 1998, which cannot
explain the prolonged persistence of the Antarctic vortex
during this period.
[27] It is interesting to compare the interannual BDC‐

SAM relationship identified in this paper to the BDC‐NAM
relationship reported in previous studies. Limpasuvan and
Hartmann [2000] and Hartmann et al. [2000] found that a
higher NAM index is associated with a weaker stratospheric
wave driving and hence a weaker BDC in the Northern
Hemisphere (NH) high latitudes during the NH winter. This
is opposite to the positive correlation between the BDC
and SAM during the austral summer. The different relation-
ships between the BDC and the annular modes in the NH

Figure 11. Same as Figure 9 but calculated from the NCEP Reanalysis 2 data. The dark and light
shadings denote 95% and 90% confidence levels, respectively. Note that the NCEP data are only available
below 10 hPa.
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and SH are due to the different seasonality of the SAM
and NAM. The NAM is actively coupled with the strato-
spheric circulation in winter, whereas the SAM’s active season
is in late spring [Thompson and Wallace, 2000]. In the NH
winter, a high NAM index is associated with a stronger Arctic
vortex and stronger circumpolar westerlies, which decrease
the refractive index and reduce wave activity entering polar
stratosphere [Limpasuvan and Hartmann, 2000; Hu and Tung,
2002]. But in the SH summer a high SAM index is associated
with a colder Antarctic lower stratosphere, which delays the
breakdown of the Antarctic vortex and strengthens the BDC.
From the above argument, one expects that the BDC‐SAM
relationship would reverse during the austral winter, and this is
confirmed in the GEOSCCM simulations (figure not shown).
[28] There are no direct observations of the BDC, and

hence, the modeled BDC‐SAM relationship could not be
directly verified. Stolarski et al. [2006] found indirect evi-
dence of a strengthened BDC from the observed ozone
increase just above the ozone hole in the austral summer in
satellite measurements, which supports our findings. More
importantly, the key to understanding the BDC‐SAM rela-
tionship is reasonably represented in the model simulations
compared with the NCEP Reanalysis data. As has shown in
Figure 11, the ozone hole‐induced delay of the Antarctic
vortex breakup and the stratospheric wave flux increases in
our simulations agree qualitatively very well with the
reanalysis data. However, it is also apparent that the model
overpredicts the BDC‐SAM relationship and the austral
summer climate change.
[29] As briefly mentioned in section 2, GEOSCCM has

a “cold pole” bias in the spring Antarctic stratosphere, a
common problem in middle atmosphere models [Eyring
et al., 2006]. Because of the cold bias, the modeled Ant-
arctic vortex is too persistent and breaks up about 2 weeks
later than observed [Hurwitz et al., 2010]. Fogt et al. [2009]
found that, as a consequence of the later than observed Ant-
arctic vortex breakup, GEOSCCM amplifies troposphere‐
stratosphere coupling and SAM persistence and hence
overpredicts the spring ozone‐summer SAM relationship.
These model deficiencies have important implications for
the simulated BDC‐SAM relationship reported in this
study, because this relationship is driven by stratosphere‐
troposphere coupling. Therefore, while the simulated BDC‐
SAM relationship qualitatively agrees with the reanalysis
data, this relationship is amplified in our model simulations.
More generally, results presented here and those in the
works of Fogt et al. [2009] and Hurwitz et al. [2010]
indicate that a too persistent model Antarctic vortex leads
to overpredictions of the impacts of the ozone hole on the
austral summer climate change in the late twentieth century,
which also implies that the model would unrealistically
amplify the ozone recovery effects on climate change in
the 21st century as well. Therefore, as pointed out by Fogt
et al. [2009] and Hurwitz et al. [2010], improving the model
presentation of the persistence of Antarctic vortex is critical
to correctly predict the interactions between ozone deple-
tion, ozone recovery, and climate change in the troposphere
and stratosphere.
[30] Finally, the mechanism by which increased strato-

spheric wave activity and westerlies drive a SAM trend or
more generally the mechanism for the stratospheric vari-
ability to affect the tropospheric circulation is not clear.

Currently, there exist several hypotheses, including down-
ward propagation of wind anomalies driven by eddy‐mean
flow interactions [Christiansen, 2001], amplification of tro-
pospheric response to lower stratospheric wind anomalies
[Song and Robinson, 2004], and increases of tropospheric
eddy phase speed leading to a poleward displacement of the
subtropical wave breaking zone [Chen and Held, 2007].
There is growing evidence that the stratosphere has impacts
on the troposphere, and understanding its dynamical mecha-
nism is certainly an important research issue.
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