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[1] On July 24, 2003, when the Cluster 4 satellite crossed the magnetic equator at about
4.5 RE radial distance on the dusk side (∼15 MLT), whistler wave emissions were
observed below the local electron gyrofrequency (fce) in two bands, one band above
one‐half the gyrofrequency (0.5fce) and the other band below 0.5fce. A careful analysis of
the wave emissions for this event has shown that Cluster 4 passed through the wave
source region. Simultaneous electron particle data from the PEACE instrument in the
generation region indicated the presence of a mid‐energy electron population (∼100 s
of eV) that had a highly anisotropic temperature distribution with the perpendicular
temperature 10 times the parallel temperature. To understand this somewhat rare event in
which the satellite passed directly through the wave generation region and in which a free
energy source (i.e., temperature anisotropy) was readily identified, a linear theory and
particle in cell simulation study has been carried out to elucidate the physics of the wave
generation, wave‐particle interactions, and energy redistribution. The theoretical results
show that for this event the anisotropic electron distribution can linearly excite obliquely
propagating whistler mode waves in the upper frequency band, i.e., above 0.5fce.
Simulation results show that in addition to the upper band emissions, nonlinear
wave‐wave coupling excites waves in the lower frequency band, i.e., below 0.5fce.
The instability saturates primarily by a decrease in the temperature anisotropy of the
mid‐energy electrons, but also by heating of the cold electron population. The resulting
wave‐particle interactions lead to the formation of a high‐energy plateau on the parallel
component of the warm electron velocity distribution. The theoretical results for the
saturation time scale indicate that the observed anisotropic electron distribution must be
refreshed in less than 0.1 s allowing the anisotropy to be detected by the electron particle
instrument, which takes several seconds to produce a distribution.

Citation: Schriver, D., et al. (2010), Generation of whistler mode emissions in the inner magnetosphere: An event study,
J. Geophys. Res., 115, A00F17, doi:10.1029/2009JA014932.

1. Introduction

[2] In the collisionless magnetospheric environment,
wave‐particle interactions can serve as a dominant mecha-
nism for pitch angle scattering loss, energy diffusion, and
anomalous cross‐field transport and it has been suggested
that very low frequency (VLF) whistler waves play an
important role in scattering inner magnetospheric and radi-
ation belt electrons [Dungey, 1963; Kennel and Petschek,
1966]. This contention is based both on the observational
ubiquity of VLF whistlers in the region [Gurnett and
O’Brien, 1964; Dunckel and Helliwell, 1969; Sazhin and
Hayakawa, 1992], and the fact that such waves can reso-
nate efficiently with electrons over a wide energy range
[Kennel and Petschek, 1966; Horne and Thorne, 1998;
Summers et al., 1998].
[3] In recent years considerable attention has focused on

VLF whistler waves that are observed in the outer radiation
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belt region between about 3 and 7 RE (RE is the Earth’s
radius = 6371 km). Pitch angle and energy diffusion rates of
electrons due to the observed VLF whistler emissions have
been calculated [e.g., Horne et al., 2003] and the time scale
for acceleration and flux enhancement of relativistic energies
was found to be about 1 day, which is in good agreement
with observations [Horne et al., 2005]. Indeed, many studies
indicate that whistler waves in the inner magnetosphere can
accelerate electrons to MeV energies [Horne, 2007; Omura
et al., 2007; Summers et al., 2007; Albert et al., 2009;
Kasahara et al., 2009]. Also, based on observational coin-
cidence, it has also been suggested that VLF whistler waves
cause the loss of electrons in the form of microburst pre-
cipitation [Lorentzen et al., 2001]. Studies such as these (and
many others), reinforce the idea that whistler waves play a
major role in electron scattering and acceleration in the
radiation belt region.
[4] The goal here is to examine the basic generation

mechanism of whistler waves observed in the outer radiation
belt region, with this study being prompted by recent Cluster
II satellite observations that include the measurement of
high resolution electron distribution functions within the
whistler wave source region [Santolík et al., 2009; 2010]. In
general, the source of whistler emissions is located in the
equatorial region [LeDocq et al., 1998; Parrot et al., 2003a;
Santolík et al., 2004, 2005; Santolík, 2008], where the
waves have been associated with anisotropic electron dis-
tributions [Tsurutani et al., 1979]. The whistler waves in the
radiation belt region are often observed in two distinct bands
on the whistler wave branch, with the upper band referring
to waves with frequency 0.5fce < f < fce ( fce = equatorial
electron gyrofrequency) and the lower band in the approx-
imate frequency range 0.2fce < f < 0.5fce, with a character-
istic gap in the emissions at 0.5fce [Tsurutani and Smith,
1974; Meredith et al., 2001, 2009]. Chorus is a class of
whistler waves that are highly structured, bursty emissions
within the upper and/or lower frequency band [Dunckel and
Helliwell, 1969; Tsurutani and Smith, 1974, 1977; Burtis
and Helliwell, 1975, 1976; Santolík et al., 2003a].
Although chorus usually refers to structured, discrete wave
packets within the whistler branch, there are observations of
alternating time intervals of smooth, unstructured emissions
and discrete chorus elements within the upper or lower
frequency band [Tsurutani et al., 2009; Santolík et al., 2009,
2010]. The generation of the structured, discrete whistler
mode chorus waves involves nonlinear processes and spatial
inhomogeneities [e.g., Nunn et al., 1997, 2009; Omura
et al., 2008, 2009], whereas the unstructured, smooth
whistler emissions have been explained using linear and
quasi‐linear theory [e.g., Hashimoto and Kimura, 1981;
Cornilleau‐Wehrlin et al., 1985; Solomon et al., 1988]. The
focus of the present study is on understanding the generation
of an observed unstructured whistler emission and it is shown
that a combination of linear and nonlinear processes can lead
to both upper and lower band emissions of this type.
[5] The approach here makes use of recent high resolution

Cluster observations of whistler waves in their source region
and accompanying electron distribution functions to theo-
retically examine at its most basic level wave generation and
the self‐consistent effects on the particles. A companion
paper by Santolík et al. [2010] discusses in detail the
observations made on July 24, 2003 of a highly anisotropic

electron distribution with perpendicular temperature 10 times
the parallel temperature (T?/Tk = 10), which was found
concurrent with whistler emissions within their source
region. The whistler wave emissions observed during this
event were two‐banded with components in both the lower
(0.2fce < f < 0.5fce) and upper (0.5fce < f < fce) frequency
bands, with the characteristic gap at 0.5fce; the emissions in
both bands were smooth and continuous with essentially no
fine structure (e.g., no rising or falling tones). Our theo-
retical approach uses realistic parameters based on the
observations, along with a newly developed two‐dimensional
(2D) electromagnetic (EM) particle in cell (PIC) code which
uses the Darwin approximation. Linear theory shows that for
the observed parameters of the July 24, 2003 event, whistler
waves over a wide range of propagation angles are unstable,
demanding the necessity of a 2D code, and in order to use
realistic parameters in 2D, only an EM PIC code that
employs the Darwin approximation is computationally
feasible.
[6] The results from the theoretical study here shed

important insight into the generation and effects of whistler
waves for the July 24, 2003 event. For example, the
observed distribution function is found to be linearly
unstable to whistler waves in the upper band (0.5fce < f <
fce), while lower band (0.2fce < f < 0.5fce) whistler waves are
linearly stable. The PIC simulation, which highlights the
limitations of linear theory, shows that nonlinear wave‐wave
coupling processes can lead to the excitation of the lower
frequency band waves. These theoretical findings are in
good agreement with observations for this event that show
the presence of both lower and upper frequency band wave
emissions. The simulation results also show that the insta-
bility saturates not only by a reduction of the temperature
anisotropy that originally provides the free energy for the
waves, but also due to heating of the cold background
electrons, which increase in temperature by a factor of
about 3. This result suggests a possible heating mechanism
for cold plasma as it is transported into the magnetosphere
from the plasmasphere in the dayside‐afternoon sector.
Another result of the simulations is that a high energy
plateau forms on the hot electron parallel distribution
function, which may drive additional instabilities.
[7] The paper is outlined as follows. In section 2 a brief

summary of the waves and particles observed for the July
24, 2003 event is provided. In section 3 a linear theory study
using the observed parameters described in section 2 is
presented, followed by the particle in cell simulation study
of the same event in section 4. Summary and conclusions
finish the paper in section 5.

2. Observations

[8] On July 24, 2003, at about 01:24 UT, the Cluster 4
satellite crossed the magnetic equator at about 4.5 RE radial
distance on the afternoon sector (∼15 MLT) and whistler
wave emissions were observed. Wave data from the Wide-
band Data (WBD) instrument mounted onboard Cluster 4 is
shown in Figure 1. Whistler mode waves can be seen as the
two‐banded emission above and below one‐half the electron
gyrofrequency (0.5fce ∼ 4.5 kHz) near the magnetic equator
between about 01:14 UT to 01:28 UT, highlighted between
the two vertical black lines. An analysis of the wave data
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from the STAFF instrument onboard Cluster has shown that
during this event the satellite passed directly through the
region where the whistler waves are generated. This analysis
is described in a companion paper by Santolík et al. [2010],
which discusses Cluster data from the event of July 24, 2003
in detail. Using techniques described by Santolík et al.
[2003b], by examining data from STAFF, Santolík et al.
[2010] were able to determine that Cluster 4 flew through
the whistler wave source region at about 01:24 UT.
[9] In the whistler wave source region during the event on

July 24, 2003, the properties of electrons have been exam-
ined using data from the Plasma Electron and Current
Experiment (PEACE) instrument onboard Cluster 4. Figure 2
shows the electron energy spectrogram during the time
interval during which Cluster crossed the magnetic equator
and observed the whistler waves. Figure 2 shows velocity
(in km/s) versus UT color coded in energy density for 90°
pitch angles during the time interval highlighted by the black
vertical lines in Figure 1. The black curve in Figure 2 shows

the ambient magnetic field, Bo (scale on the right). The red
bands show injections of electrons primarily transverse to Bo

(similar plots at 0° and 180° do not show such strong
enhancements) when the whistler mode emissions are
observed. At the equatorial crossing within the wave source
region, as indicated by the black vertical line at 01:24 UT, the
most intense, highest velocity electron injections occur.
[10] The electron velocity space differential energy flux

observed at ∼01:24 UT when the whistler waves are gen-
erated is shown in Figure 3. The left panel shows high
resolution wave data from WBD instrument and on the right
panel the corresponding electron energy flux from PEACE
is shown at the same time. The WBD wave data on the left
panel shows the double banded whistler wave emission
above about 2 kHz and below fce (∼9 kHz), with the typi-
cally observed gap occurring at about 0.5 fce (∼4.5 kHz).
The lower band is centered just below 3 kHz, while the
upper band is centered at about 6 kHz, and both bands are
rather smooth and continuous, without any structured

Figure 1. Electric field spectrogram is presented from the Wideband Data (WBD) instrument onboard
the Cluster 4 satellite on July 24, 2003 showing frequency (in kHz) versus UT, color coded in electric
field spectral intensity (V/m)2Hz−1 with red representing the most intense waves and blue the least
intense. The white line starting at about 4.3 kHz at 00:50 UT shows the local value of one‐half the
electron gyrofrequency, 0.5fce, which is based on the value of the ambient magnetic field at the satellite
location.
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chorus‐like features. The periodic structures in the upper
band are satellite spin related and are not related to the
rising‐falling tone structures often observed in chorus. There
are also intense whistler waves below 1 kHz, distinct from
the higher frequency emissions, that are non‐locally gener-
ated lower frequency waves (<0.2 fce) which are propagating
toward the equator [Santolík et al., 2009]; these wave are
most likely magnetospherically reflected whistler mode
chorus [Parrot et al., 2003b, 2004; Santolík et al., 2009]
generated in another region. The PEACE electron data on
the right panel shows the electron phase space density, with
velocity transverse to the ambient magnetic field (v?) plot-
ted versus parallel velocity (vk), both in km/s, color coded in
differential energy flux. A highly anisotropic component
with perpendicular temperature (T? = 0.5mv?

2 ) about
10 times the parallel temperature (Tk = 0.5mvk

2), i.e., T?/Tk =
10, can be seen at velocities below about 40,000 km/s. Also,
a higher energy electron component can be seen near the
upper velocity cutoff with energies ∼10 keV. Further anal-
ysis shows that in addition to the anisotropic species with

density n ∼ 0.5 cm−3 and T ∼ 300 eV, a cool (T ∼ 15 eV),
denser (n ∼ 2.5 cm−3) core electron component and an even
colder (<5 eV), very dense (n ∼ 28 cm−3) were also present.
These results have been found by fitting the electrons to a
bi‐Maxwellian distribution function to determine tempera-
tures and densities [Santolík et al., 2010]. The results from
this analysis are compiled in Tables 1 and 2. The most
important feature of the electrons is the population with the
highly anisotropic distribution function, which can serve as
a free energy source that can be unstable, leading to the
generation of whistler waves (and possibly other waves) in
the plasma. It is rare to observe such a highly unstable
distribution function at the same time as the waves and a
theoretical examination of these coupled observations is
now carried out, starting with linear theory in the next
section.

3. Linear Theory

[11] Using the observed electron distribution functions
described in section 2, with parameters given in Table 2, a

Figure 3. (left) Frequency spectrogram (kHz versus UT, color coded in electric field intensity) and
(right) the differential electron energy flux in velocity space, with velocity perpendicular (v?) to the ambi-
ent magnetic field plotted versus velocity parallel (vk) to the ambient magnetic field. In Figure 3 (left), the
frequency spectrogram on the vertical axis ranges from 0 kHz to 8 kHz and the horizontal scale goes from
01:23:58 UT to 01:24:28 UT, color coded on a log scale with red representing the most intense waves at
10−11 (V/m)2Hz−1 and blue the weakest at 10−14 (V/m)2Hz−1. In Figure 3 (right), the velocities are in km/s
and the axes range is ±8.76 × 104 km/s, color coded in differential energy flux (ergs/cm2s · str) with red
representing 0.000158 ergs/cm2s · str and blue 4.17 × 10−5 ergs/cm2s · str.

Figure 2. Electron velocity spectrogram (velocity in km/s versus UT) color coded in energy density is
shown during the time interval highlighted between the two vertical black lines in Figure 1. The total
magnetic field is shown by the black curve, with scale on the right. The black vertical line at 01:24 UT
indicates when the whistler emissions were observed at their source in the near‐equatorial region.
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linear theory study has been carried out using a modified
version of the WHAMP linear dispersion solver [Rönnmark,
1982, 1985]. For this study, only two electron populations
are included, the core and the mid‐energy anisotropic
electrons, using the values for density and temperature in
Table 2; these two electron species hereafter are referred to
as cold and hot electrons, respectively. The value of the
electron cyclotron frequency to electron plasma frequency
ratio used in this study is 0.587. The parameters for the
high‐energy population (>20 keV) in Table 2 are not well
defined and this species is not included in the present study.
[12] For the given parameters, Figure 4 shows linear

theory results in terms of growth rate g, maximized over all
wave numbers and angles, plotted versus frequency w, both
normalized to the electron gyrofrequency (We). The main
result is that for the observed parameters, the anisotropy in
the hot electron distribution function drives waves unstable
with a frequency range between 0.55We and 0.89We, on the
whistler wave branch, with peak growth at frequency w =
0.71We. The unstable range of frequencies corresponds to
what is referred to as the upper band, which are wave
emissions with frequencies greater than 0.5We.
[13] The angle at which the growth rate maximizes is

oblique to the ambient magnetic field. This is illustrated in
Figure 5, which shows growth rate g normalized to We,
maximized over all wave numbers and frequencies, versus
propagation angle �. Although wave growth occurs over a
wide range of angles, peak growth is at 40.6°. Note that at
less oblique propagation angles, i.e., <41°, the frequencies
of the unstable waves tend to be on the higher frequency end
of spectrum, i.e., w > 0.71We, with parallel propagation
(� = 0°) corresponding to a frequency w = 0.89We, while the
more oblique unstable waves near 55° have lower frequen-
cies at about 0.6We. Note that at parallel propagation the
growth rate is nonzero, but is about three orders of magni-
tude smaller than the maximum growth at 40.6° and is thus
not visible on the (vertical) linear scale used in Figure 5. The
results here are consistent with the linear theory results of
temperature anisotropy driven oblique whistler waves

excited above 0.5We found by Hashimoto and Kimura
[1981].
[14] Clearly the temperature anisotropy in the hot electron

population provides the relatively large growth rate, which
peaks at g = 0.014We and real frequency w = 0.71We (see
Figure 4). The wave number (k) of the maximum growing
wave occurs at krec = 0.09, kreh = 0.23, where rec and reh
are the cold and hot electron gyroradii, respectively (not
shown). As noted, peak growth occurs at an oblique angle of
40.6°, which for the parameters used in this study is where
the bulk of the hot electrons are in gyroresonance with the
waves. The resonance velocity vR, is given by:

vR ¼ !� We

kk
ð1Þ

and at 40.6°, vR = 1.6vth, where vth is the thermal velocity of
the hot (anisotropic) electrons. For propagation angles
smaller or larger than 40.6°, the resonance velocity is larger
than this value, e.g., for � = 0°, vR = 3.0vth and for � = 49°,

Table 2. Properties of the Electrons During the Whistler Wave
Source Event Observed by the PEACE Instrument on July 24,
2003 at 01:24 UT

Electrons Energy (eV) T?/Tk Density (cm−3)

cold <5 1 28
core 15 1.5 2.5
mid‐energy 300 10 0.5
high‐energy 20,000 ? 0.8 (?)

Figure 4. Linear theory dispersion relation results are
shown using the WHAMP numerical dispersion solver with
the electron parameters (see Table 2) for the whistler wave
source event on July 24, 2003 at 01:24 UT. Growth rate g,
maximized over all wave numbers and angles, is plotted
versus frequency (w). Both frequency scales are normalized
to the electron gyrofrequency (We).

Figure 5. Linear theory dispersion results are shown using
the electron distribution parameters for the whistler wave
source event on July 24, 2003 at 01:24 UT with growth
rate g, maximized over all frequencies and wave numbers,
plotted versus propagation angle �. The growth rate is nor-
malized to the electron gyrofrequency (We).

Table 1. A Summary of the Waves Observed by the WBD
Instrument in the Source Region at 01:24 UT for the Event on
July 24, 2003a

Wave Type Frequency (kHz) Frequency (fce)

Lower band whistler waves 2–4 0.2–0.4
Upper band whistler waves 5–7 0.6–0.8

aThe local electron gyrofrequency is taken to be fce = 9 kHz, based on
magnetometer measurements made at the time.
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vR = 2.0vth and thus the growth rates are correspondingly
smaller at these angles.

4. Particle in Cell Simulations

[15] To examine the nonlinear aspects of the whistler
instability discussed in the previous section, a particle in cell
(PIC) simulation study has been carried out using the same
observed parameters for the linear theory results discussed
in section 3. A two‐dimensional (2D), electromagnetic
(EM), particle in cell (PIC) simulation code that employs the
Darwin approximation [Darwin, 1920] is used here. This
code has been developed as part of the UPIC framework
described in Decyk [2007]. Most EM PIC codes solve the
full set of Maxwell’s equations self‐consistently with the
Lorentz force equation used to push electrons and ions
through the simulation system [e.g., Dawson, 1983]. The
Darwin EM PIC model neglects the transverse component
of the displacement current (but keeps the longitudinal part)
in the full set of Maxwell’s equations, which makes them
radiation‐free, but leaves the whistler physics unaffected
from its fully electromagnetic counterpart [Busnardo‐Neto
et al., 1977; Hewett, 1985; Geary et al., 1986]. The
Darwin approximation becomes useful since the observed
speed of light to thermal velocity ratio (c/vte) for the July 24,
2003 event is c/vte = 357, which in a full EM PIC code
would require an unreasonably small time step in order to
resolve the light wave branch. Typically full EM PIC codes

use values of c/vte = 20. The advantage of the Darwin
model is that one can use a time step which is set by the
greater of the electron plasma frequency or the electron
gyrofrequency, instead of the speed of light. This allows
the realistic value of c/vte = 357 to be retained, which is
important because the value of c/vte used strongly affects
the dispersion relation.
[16] The necessity of using a realistic value for c/vte is

illustrated in Figure 6, which compares the linear theory
with all of the same parameters as discussed in Section 3 and
Table 2, except with two different values used for c/vte
(=20 and 357). For comparison purposes, only the parallel
propagation case (� = 0°) is shown. The two different values
for c/vte give entirely different results for the unstable range
of frequencies and wave numbers, as well as for the growth
rate, which differ by 3 orders of magnitude. Large differ-
ences in frequencies, wave numbers and growth rate are also
found at oblique angles of propagation when the different
values of c/vte are used. The result of Figure 6 emphasizes
the necessity for using the 2D EM Darwin PIC code in order
to maintain realistic parameters to study the event on July
24, 2003.
[17] Results from the 2.5D EM PIC Darwin code using

the identical parameters from the linear theory discussed in
Section 3 and provided in Table 2 are now discussed. Note
that the 2.5D refers to the simulation having 2 spatial
dimensions and 3 velocity dimensions. The system is doubly
periodic in x and y using 1024 × 1024 grids, with the grid
length in both dimensions equal to the cold electron Debye
length, i.e., Dx = Dy = lDec, and a total (cold + hot) of
3.145850 × 107 particles. The ambient magnetic field is
aligned along the x simulation axis. All distribution func-
tions are modeled initially as bi‐Maxwellian, with the cold
electrons isotropic (T?ec/Tkec = 1) and the hot electrons
anisotropic (T?eh/Tkeh = 10). Since we are interested here in
relatively high frequency electron‐mode whistler waves
with times that scale to the electron gyrofrequency, ions,
which over the course of a full simulation run would com-
plete less than 2 gyroperiods, are treated as an immobile,
charge neutralizing background.
[18] As expected, the anisotropic electrons drive

instabilities and this can be seen in Figure 7, which shows
the time history of the (normalized) electromagnetic (EM)
field energy on the left panel and the (normalized) electro-
static (ES) electric field energy on the right panel. Wave
field energy for both the EM and ES waves peaks at about
t = 900We

−1 with the total field energy values for both EM
and ES waves falling to about 40 times the simulation
thermal noise level (not shown) by the end of the simu-
lation run, i.e., at t = 3600We

−1 (We
−1 is the inverse electron

cyclotron frequency).
[19] A wave spectral analysis for the EM waves is shown

in Figure 8 with the integrated (normalized) magnetic vector
potential plotted versus frequency. The background noise
level from a simulation run with the temperature anisotropy
removed but all other parameters the same is shown by the
dashed line for reference. There is very good correspon-
dence with linear theory in terms of the waves excited in the
frequency band above 0.5We, with peak wave power
occurring at w = 0.65 to 0.70We at propagation angles of
39° to 41° and wave numbers krec = 0.07 to 0.08. The
growth rate for these modes has been calculated to be

Figure 6. Linear dispersion relation (frequency or growth
rate versus wave number) is shown for two different values
of c/vte = 20 and 357, with all other parameters being the
same as discussed in section 3 and given in Table 2. Only
the parallel propagation case (� = 0°) is shown here. Both
the real frequency and growth rate are normalized to the
electron gyrofrequency, wr/We and g/We, respectively. The
real frequencies denoted as wr,357 (thin solid line) and wr,20

(long dashed line) correspond to c/vte = 357 and 20,
respectively. The growth rates denoted by g357 (thick solid
line) and g20 (short dashed line) correspond to c/vte = 357
and 20, respectively, with the corresponding multiplicative
factor (in powers of 10) to be applied to number scale on the
vertical axis to provide the actual numerical value for each
growth rate. Parallel (� = 0°) wave number times the cold
electron gyroradius kkrec, is shown on the horizontal scale
for all curves.
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g ∼ 0.012We − 0.014We. The agreement with linear theory
for the whistler wave upper frequency band is excellent
keeping in mind that the finite grid system in the simulation
reduces the resolution of possible wave propagation angles
and wave numbers.
[20] An unexpected result seen in Figure 8 is the presence

of waves at lower frequencies below 0.5We, ranging
approximately between ∼0.1We and ∼0.4We, which are ini-
tially stable according to linear theory as seen in Figure 4.
These lower band wave modes have wave power more than
an order of magnitude greater than the noise level. A
detailed analysis shows that the lower frequency wave
modes below 0.5We are nonlinearly excited by wave‐wave
coupling between two different wave modes of the unstable
spectrum which transfers power to a third wave [e.g.,
Weiland and Wilhelmsson, 1976]. In wave‐wave coupling,
the frequencies (w3) and wave numbers (k3) of the product
wave modes which can become enhanced must satisfy the
following matching conditions:

!3 ¼ !1 � !2 ð2Þ

k3 ¼ k1 � k2 ð3Þ

where the indices 1 and 2 correspond to the two interacting
waves. Note that this is a multidimensional set of equations
whereby forward and backward propagating waves at dif-
ferent angles can interact and satisfy these matching equa-
tions. A detailed analysis shows that the upper frequency
band whistler waves which are generated over a fairly broad
frequency and wave number spectrum can interact with each
other leading to enhanced power in the lower frequency
band wave modes. An example of this is illustrated in
Figure 9, which shows the time history and power spectrum
of three individual wave modes from the simulation,
whereby the first two parent modes (top two set of panels)
interact and satisfy the matching conditions in equations (2)
and (3) using the negative sign, which leads to an
enhancement of the third daughter mode shown by the
panels at the bottom. Looking at the time history of each
mode, it can be seen in Figure 9 that the daughter mode
(bottom panel) gains wave energy when t > 700We

−1, which

is after first two modes have achieved significant wave
power via the linear anisotropy instability and then interact.
Table 3 shows the set of wave modes in the simulation that
interact and by using the negative sign in equations (2) and
(3) produce the enhanced power in three different lower
frequency band wave modes. It should be kept in mind that
the finite resolution grid used in the simulation produces
three distinct modes in the lower band with increased wave
power, but it is expected that the lower band enhancement
would be more continuous in frequency and wave number
using a higher resolution system that would allow more
wave modes to interact.
[21] It is interesting to note that the parent modes seen in

Table 3 and Figure 9 propagate at different angles and

Figure 8. A wave power spectral analysis from the 2.5 EM
Darwin PIC simulation run (wave energy time histories in
Figure 7) is presented with the Fourier transformed, inte-
grated magnetic vector potential over all wave modes
(power) plotted versus frequency (normalized to the electron
gyrofrequency We). The dashed line shows the wave power
spectrum from a simulation run when the free energy source
(temperature anisotropy) is not included, with all other
parameter beings the same, providing the background noise
level for comparison. The vector potential is normalized
such that Ã(w) = qA(w)/mcwpeWe. A vertical straight line has
been drawn to delineate half the electron gyrofrequency, i.e.,
w/Wce = 0.5; frequencies above this value are termed the
upper frequency band and frequencies below 0.5Wce are
considered the lower frequency band.

Figure 7. Results from the 2.5D EM Darwin PIC simulation run are shown with the time history of the
electromagnetic field energy on the left panel and the electrostatic field energy on the right panel. The
field energies are normalized to the thermal energy and the horizontal axis on both panels is given in units
of electron cyclotron frequency multiplied by time, i.e., Wet. The parameters used for the PIC simulation
are identical to the parameters used in the linear theory study.

SCHRIVER ET AL.: GENERATION OF WHISTLER WAVES A00F17A00F17

7 of 13



produce a third mode which is more oblique than the two
parent modes. This general trend such that wave modes
become more oblique can be seen in Figure 10, which
shows contours of magnetic wave power in k space up to t =
900We

−1 on the left panel and for the entire simulation runup
to t = 3600We

−1 on the right panel. Figure 10 shows that early
in the simulation run during the linear unstable phase, waves
are excited most strongly at angles <45° as seen in the left
panel (red regions below the diagonal line), while later in the
run (right panel), wave power shifts to more oblique, lower
frequency waves (red, aqua blue regions above the diagonal
line) through the wave‐wave coupling discussed above.

[22] The time history of the temperature for the cold and
hot electron populations is presented in Figure 11. For each
population, both the parallel (red) and perpendicular (green)
temperature components are shown. The initially anisotropic
hot electrons (right panel) show a decrease in the perpen-
dicular temperature and an increase in the parallel temper-
ature with time. The instability grows at the expense of the
temperature anisotropy (T? > Tk) in the hot electrons and as
a result of this wave growth, ensuing wave‐particle inter-
actions between the whistler waves and the hot electrons
occur that alleviate this anisotropy such that the perpen-
dicular temperature decreases and parallel temperature
increases as indicated on the right panel of Figure 11. For

Figure 9. (left) The time history of the magnetic vector potential y component, Ãy(t) versus time (Wet),
and (right) a power spectral Fourier analysis, Ãy(w) versus frequency (w/We), is shown for three different
wave modes from the simulation. (top and middle) The wave modes interact and satisfy the matching
conditions given by equations (2) and (3) such that (bottom) the third wave mode is excited by non-
linear wave‐wave coupling. Wave number, frequency, and propagation angle information are given in
Figure 9 (right) for each mode.
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the cold electrons, as shown in the left panel of Figure 11,
heating occurs in both the parallel and perpendicular
directions, however, initially there is more perpendicular
heating than parallel such that the cold electrons develop a
mild anisotropy of their own. After about t = 900We

−1, which
coincides approximately with when the initial linear insta-
bility saturates, both the parallel and perpendicular compo-
nents of the cold electron temperature continue to heat
uniformly at about the same rate, reaching a temperature
about 3 times the initial temperature. Electromagnetic trap-
ping of the cold electrons by the unstable whistler waves is
the likely acceleration mechanism [Le Quéau and Roux,
1987]. From the simulations, the resonance velocity of the
fastest growing and largest amplitude whistler wave mode is

found to be vR = 3.1vtc, which would allow a resonant
interaction between the waves and the higher energy end of
the cold electron distribution, ultimately resulting in heating
of the cold population as found in Figure 11.
[23] The temperature anisotropy time history of the hot

and cold electrons is shown in Figure 12. It can be seen that
the hot electron anisotropy decreases as the wave energy
increases due to the whistler instability, going from its initial
value of (T?/Tk)hot = 10 to (T?/Tk)hot = 2.6 at the end of
the simulation run (tend = 3600We

−1). The hot electrons
remain anisotropic even though the instability saturates by
t ∼ 900We

−1, indicating that it is the reduction of the
anisotropy coupled with cold electron heating (as seen in
Figure 11) that quenches the instability. It can be seen in
Figure 12 that the cold electrons, which initially were
isotropic with (T?/Tk)cold = 1, acquire a weak anisotropy
that peaks at (T?/Tk)cold = 1.3 at t ∼ 1100We

−1.
[24] The result of the whistler instability as seen in

Figure 12 is a reduction of the temperature anisotropy
which occurs primarily through pitch angle scattering from
perpendicular to parallel velocities. This can be seen in
Figure 13, which shows hot electron velocity space contours
(perpendicular velocity versus parallel velocity normalized
to the cold electron thermal speed) at the beginning
(Figure 13 (left)) and end (Figure 13 (right)) of the simu-
lation run. The highly anisotropic distribution is seen by the
elongated contour lines in perpendicular velocity at the
beginning of the run (Figure 13 (left)) and by the end of the
simulation the bulk of the distribution becomes nearly iso-
tropic as seen by the more circular contours at lower
velocities (Figure 13 (right)); note that at the end of the run
the distribution is still somewhat elongated in the perpen-
dicular direction.
[25] As can be seen in Figure 11 (right), along with the

decrease in perpendicular temperature for the hot electrons,

Table 3. A Detailed Listing of Wave Mode Data From the Simu-
lation Run That Satisfies the Wave‐Wave Coupling Equations (2)
and (3)a

Parent Mode 1 Parent Mode 2 Daughter Mode 3

w/We 0.81 0.69 0.12
kxrec 0.053 0.032 0.011
kyrec 0.042 −0.042 0.074

w/We 0.90 0.66 0.24
kxrec 0.043 0.064 −0.021
kyrec 0.011 −0.064 0.074

w/We 0.95 0.71 0.35
kxrec 0.032 0.064 −0.032
kyrec 0.0 −0.032 0.032

aFor each case, if the negative sign is taken in equations (2) and (3) for
each respective quantity (frequency or wave number shown in the first
column), i.e., if parent mode 2 (third column) is subtracted from parent
mode 1 (second column), this matches almost exactly the values for these
quantities of the daughter mode 3 taken from the simulation (fourth col-
umn). Note that all of the values in this table are taken from the simulations.

Figure 10. Magnetic wave power color contours are shown in k space (kx versus ky), where kx is the
wave number parallel to the ambient magnetic field (horizontal axis) and ky is the wave number transverse
to the ambient magnetic field (vertical axis). The diagonal line is drawn at kx = ky and represents 45° wave
propagation angle. The magnetic wave power is shown on a log scale with red representing the most pow-
erful waves. (left) Results from the simulation runup to t = 900 We

−1 and (right) results from the entire
simulation runup to t = 3600 We

−1.
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there is an increase in the parallel temperature. Although not
readily apparent in Figure 13, the increase in parallel tem-
perature of the hot electrons is due primarily to the forma-
tion of a high energy tail in the parallel distribution function.
This can be seen more clearly in Figure 14, which shows the
hot electron velocity distribution at three different times for
both the parallel (Figure 14 (left)) and perpendicular
(Figure 14 (right)) components. It can be seen clearly in
Figure 14 (left) that for the parallel distribution function,
wave‐particle interactions lead to the formation of a sig-
nificant high energy tail by the end of the simulation run
(red curve), with a somewhat extended plateau whereby the
highest energy electrons reach velocities up to ∼20 times the
initial cold electron thermal velocity. The Landau resonance
velocity for the excited whistler waves, i.e., w/kk (including
the lower frequency band waves), ranges from ±(8 to 15)vtc,
which can cause high energy tail formation and a plateau in
the parallel hot electron distribution that initially reached
∼9vtc at t = 0 in the simulation A velocity distribution
function with an extended, asymmetric plateau‐like high
energy tail like that seen in Figure 14, could drive the “fan”
instability [Kadomtsev and Pogutse, 1967; Shapiro and
Schevchenko, 1968; Omelchenko et al., 1994], leading to
the excitation of oblique waves with frequencies between
the lower hybrid frequency and electron gyrofrequency;
such a mechanism has been proposed for generating mag-
netospheric VLF whistler waves at ∼0.25fce [Bošková et al.,
1992]. Although the hot electron parallel distribution func-
tion is asymmetric, a calculation of the cyclotron resonant
velocities given by equation (1) necessary for this mode to
be unstable are too high, with vR > 20 vtc, making it unlikely
that the fan instability is active in this particular situation.
The hot electron perpendicular distribution function in
Figure 14 (right) shows that there is a rather significant bulk
cooling whereby the distribution function narrows with the
distribution peak increasing at lower velocities; the very
high energy portion of the perpendicular distribution is
relatively unaffected during the simulation run. The cold
electron distribution functions (not shown) indicate that the
wave‐particle interactions result in bulk heating of the cold
electrons in both the parallel and perpendicular directions
and the cold distributions do not exhibit a high‐energy

plateau as seen in the parallel component of the hot
electrons.

5. Conclusions

[26] On July 24, 2003 at 01:24 UT, the Cluster 4 satellite
observed whistler wave emissions within their source region
when crossing the magnetic equator on the dayside after-
noon sector (∼15 MLT) at about 4.5 RE radial distance from
the Earth. This fortuitous observation of whistler waves in
their generation region, along with high resolution particle
data that showed a highly anisotropic distribution concurrent
with the waves, has been used with linear theory and a
two‐dimensional electromagnetic Darwin particle in cell
simulation in order to gain insight into how the waves are
generated and what nonlinear effects the waves have on the
particles in terms of acceleration and energization.
[27] Linear theory shows that the observed hot anisotropic

distribution function is unstable to oblique whistler waves
with a frequency range between 0.55fce and 0.89fce (where
fce is the electron cyclotron frequency), which would be
considered the upper frequency band, i.e., frequencies

Figure 11. Temperature time histories are shown (left) for the cold electrons and (right) for the hot elec-
trons from the simulation run. The parallel component of the temperatures is shown for each population
by the red curve and perpendicular temperature by the green curve. For each plot the temperature is nor-
malized to the initial parallel temperature of that species and on the horizontal scale time is multiplied by
electron cyclotron frequency.

Figure 12. The simulation time history of the temperature
anisotropy, which here is given by the perpendicular tem-
perature over parallel temperature (T?/Tk), is shown for
the hot electron population in red and the cold electron pop-
ulation in blue.
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>0.5 fce. The numerical simulations confirmed the linear
theory results showing whistler wave generation at the same
range of upper band frequencies, but in addition showed that
due to nonlinear wave‐wave coupling, waves were also
generated in the frequency range between 0.1fce and 0.4 fce,
which is considered as the lower frequency band, i.e., fre-
quencies <0.5 fce. For the parameters of this event, wave‐
wave coupling between waves within the linearly excited
whistler spectra leads to the generation of the lower band
whistler emissions. High resolution electric field data from
the WBD instrument (Figure 3 (left)) shows a two‐banded
wave structure observed in the source region, in reasonable
agreement with the frequency ranges found in the simulation
wave power spectrum (Figure 8).
[28] The simulations show that the instability saturates by

a combination of a reduction of the (driving) temperature
anisotropy in the hotter electron distribution and heating of
the cold electrons. As the cold electrons interact with the
waves and are resonantly heated, they develop a mild tem-

perature anisotropy, with (T?/Tk)cold ∼ 1.3. This is notable
since the PEACE instrument showed that the core electrons
were observed to have a temperature anisotropy with
(T?/Tk)cold = 1.5 (see Table 2). Another result of the wave‐
particle interactions is the formation of a high energy plateau
in the hot electron parallel velocity distribution function.
Such distributions may be related to flattened phase space
distributions observed in the inner magnetosphere associated
with whistler waves [Li et al., 2010].
[29] There is quite reasonable agreement between

observations and theory for this event which raises issues
concerning the implications of the results. One issue is the
persistence of the high degree of anisotropy in the hot
electron distribution observed by the PEACE instrument
onboard Cluster 4. It takes several seconds to measure a
distribution function, e.g., ∼16 s for the observation shown
in Figure 3 (right), however the simulations show that the
instability saturates within ∼0.1 s, during which the anisot-
ropy (T?/Tk) goes from 10 to 2.6. This implies that in order

Figure 13. Velocity space contours for the hot electrons are shown with perpendicular velocity normal-
ized to the initial background cold electron thermal speed (v?/vtc) plotted versus parallel velocity (vk/vtc),
(left) at the start of the simulation run and (right) at the end (t = 3600 We

−1) of the simulation run.

Figure 14. Velocity distribution functions are shown for (left) the hot electrons with the parallel dis-
tribution function and (right) the perpendicular distribution function. Distribution functions are shown
at three different times during the simulation run with the black curve showing the initial distribution
at t = 0We

−1, the blue curve at t = 600We
−1 (parallel, Figure 14 (left)) and t = 1500We

−1 (perpendicular,
Figure 14 (right)), and the red curve showing the final distribution at the end of simulation run
(t = 3600We

−1). Velocities (horizontal scale) for both panels are normalized to the initial cold electron
thermal velocity.
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to be observed within the instrument time resolution, the
hot, highly anisotropic electrons are constantly being
refreshed on time scales on the order of a tenth of a second.
Recall that the observations for this event on July 24, 2003
were made in the dayside afternoon sector, presumably
eliminating direct magnetotail convection as a source; thus it
is not clear where the injection source is for such highly
anisotropic distributions or what mechanism is maintaining
the large anisotropy. Another issue is the heating of the cold
electrons, which in the simulations showed a temperature
increase of a factor of about 3 times the initial temperature.
This cold plasma is presumably of plasmaspheric origin as it
is transported from the inner to the outer magnetosphere
in the dayside‐afternoon sector [Chen and Wolf, 1972;
Chappell, 1974; Ober et al., 1998] and heating of this
cool plasma by wave‐particle interactions as found here
represents a possible energization source that can affect
large‐scale plasmaspheric transport.
[30] Since only a single event is examined here, general

conclusions in terms of whistler mode generation in the
inner magnetospheric region are limited. Whistler waves are
observed throughout the nightside‐dawn‐afternoon sector
and have a variety of characteristics. For example, the event
discussed here is for a rather smooth continuous spectrum
that is double‐banded, i.e., waves are observed above and
below 0.5fce, with a gap at 0.5fce. But as is well documented
in many observational studies, whistler mode chorus is often
characterized by a high degree of structure in the frequency‐
time domain, with rising tones or falling tones being
observed, which is not the case for this event. Such structure
is likely due to nonlinear effects in the global magnetic field
inhomogeneity [Omura et al., 2008, 2009; Shklyar and
Matsumoto, 2009], which is beyond the scope of the pres-
ent, localized study. Also, whistler wave observations
sometimes show only the upper band or only the lower band
emissions, rather than both being observed at the same time
as for the event discussed here. It is likely that the appear-
ance of the different types of whistler wave frequency bands
are caused by features in the driving distribution function,
e.g., anisotropies and/or beams, and other parameters that
affect the wave dispersion and instability properties, such as
the temperatures and densities of the cold and hot electron
species. A future goal is to find other source events with
different types of whistler wave spectra in order to under-
stand how they are generated and what effects the waves
have on the particles in those cases.
[31] For many years space physics investigators examin-

ing plasma waves of various types have looked for the
smoking gun in terms of wave generation, i.e., observed
distribution functions that are unstable to an observed wave
spectrum. The event discussed here is very close to being
such an event and offers a rare opportunity, at least for this
one case, to examine at ground zero the detailed physics
involved with wave generation and wave‐particle interac-
tions in space plasmas.
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