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ABSTRACT

As shown by Takahashi et al., multiple path attenuation estimates over the field of view of an airborne or

spaceborne weather radar are feasible for off-nadir incidence angles. This follows from the fact that the

surface reference technique, which provides path attenuation estimates, can be applied to each radar range

gate that intersects the surface. This study builds on this result by showing that three of the modified

Hitschfeld–Bordan estimates for the attenuation-corrected radar reflectivity factor can be generalized to the

case where multiple path attenuation estimates are available, thereby providing a correction to the effects of

nonuniform beamfilling. A simple simulation is presented showing some strengths and weaknesses of the

approach.

1. Introduction

The nonuniform beamfilling problem for weather ra-

dars has attracted attention because it is a significant

error source in estimating characteristics of the pre-

cipitation from space, such as in the Tropical Rainfall

Measuring Mission (TRMM) precipitation radar (PR)

(Kozu et al. 2001) and the dual-frequency precipitation

radar (DPR) scheduled to be launched as part of the

Global Precipitation Mission (GPM) satellite in early

2014. The field of view of the radars is approximately

5 km in diameter, so strong gradients in the radar re-

flectivity over the beam can be expected, particularly in

convective storms. The problem is complicated by at-

tenuation effects that make the problem global, in the

sense that the measured radar return at any range de-

pends not only on the local distribution of hydrometeors

but also on the signal attenuation up to that range, which

itself depends on the nonuniformity of the hydrometeor

distribution along the path. When path attenuation is

estimated by means of the surface return, the problem

is further complicated by the fact that errors in this

estimate depend on nonuniform beamfilling (NUBF)

effects in a different way than for atmospheric targets.

The NUBF surface effect can be understood most

easily by imagining a nadir beam half filled with rain

(Nakamura 1991); since the path attenuation estimate

is obtained from the difference (in dB) of the surface

return fully outside the rain with that in the rain (which

in this case is assumed to be half filled), the estimate

can never exceed 3 dB even when the rain rate, and

therefore attenuation, in the filled portion is allowed to

become arbitrarily large. It is worth noting that this

example assumes a ray approximation, so that if half

the beam is rain free and the other half filled with an

arbitrarily large rain rate, the radar return from the

surface will be approximately one-half that of the re-

turn from an entirely rain-free beam. The ray approx-

imation will be used throughout the paper in computing

path attenuation and measured radar reflectivity along

individual ray paths within the beam.

By using a theoretical model of rain as well as high-

resolution airborne data to simulate the TRMM PR

geometry, Durden et al. (1998) showed explicitly how

the NUBF affects estimates of path attenuation and

attenuation-corrected radar reflectivity. Building on ear-

lier work by Nakamura (1991) and Kozu and Iguchi

(1996), Iguchi et al. (2000, 2009) showed that beamfilling
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effects could be accounted for by a factor determined

primarily by the coefficient of variation (the ratio of the

standard deviation to the mean) of the attenuation co-

efficient. This simple and elegant result, however, comes

at the expense of assuming range independence of the

nonuniformity and restrictions on the form of the prob-

ability distribution of attenuation within the beam. More

recently, Short et al. (2012) have shown simulation

results, using measured ground-based radar data, in-

dicating that useful corrections to the NUBF can be

obtained from this formulation when some of the as-

sumptions are relaxed.

The work here uses the results of Takahashi et al.

(2006), who showed the feasibility of multiple estimates

of path-integrated attenuation (PIA) over the field of

view for an off-nadir geometry using data from the

TRMM PR. Although their emphasis was on using the

PIA variations across the beam to calculate a coefficient

of variation to be used in the context of the Iguchi et al.

(2000, 2009) NUBF formulation, the focus here is to

use the multiple estimates of PIA to generalize some of

the modified Hitschfeld–Bordan estimates, thereby

addressing the NUBF problem via an analytic—rather

than a statistical—formulation.

The basic radar geometry is shown in Fig. 1. The

measured data are taken to be the low-resolution mea-

sured radar reflectivity factors, Ẑm,i, (i5 1, . . . , n) along

each of the range gates (rows) and the estimated values

of the path-integrated attenuation, Aj ( j 5 1, . . . , m)

along the m columns. Note that the number of columns

and their width are determined by the incidence angle,

antenna beamwidth or field of view (FOV), and the

range gate spacing. Each of the range gates that intersect

the surface defines a sub-FOV column. By referencing

the surface return at each of these gates to the surface

return under rain-free conditions, an estimate of path

attenuation can be obtained along each column. The

shaded triangular region just above the surface, shown

in Fig. 1, indicates the ranges where the surface return

dominates the return from the precipitation, so that

a measurement of the radar reflectivity factors at these

gates is not possible. Indeed, to apply the surface ref-

erence technique (SRT) properly at these surface gates

requires that the surface return be much larger than the

rain return. In practice, the decision as to whether the

surface or rain return dominates at a particular gate is

not straightforward because it depends on the strength

of the surface return, which in turn is a function of in-

cidence angle, surface type, and rain intensity. In the

treatment here, we will assume that this decision can be

made without ambiguity.

The TRMMPR andGPMDPR radars are cross-track

scanning instruments; that is, the scanning is orthogonal

to the direction of the satellite motion, so that the sche-

matic in Fig. 1 illustrates the off-nadir beam in the cross-

track direction. In the along-track direction, there is no

capability for enhanced resolution; nevertheless, as will

be discussed later, for a dual-frequency radar, the pro-

cedure proposed by Tanelli et al. (2012) can provide in-

formation on the NUBF in the along-track direction.

2. Modified Hitschfeld–Bordan equations

We can write down the Hitschfeld and Bordan (1954)

(HB) equation for each of the j 5 1, . . . , m columns for

which a PIA estimate is available. These equations are

expressed in terms of the high-resolution measured ra-

dar reflectivity factors. We use the term ‘‘measured’’ in

the sense that the values are not corrected for attenua-

tion; they are not measured in the sense that they can be

derived from the radar return power. Only the coarse-

resolution measured reflectivity factors can be derived

from the radar return and radar equation. In writing the

equations below, we follow the notation of Iguchi and

Meneghini (1994).

The HB equation can be derived from the basic re-

lationship between the measured reflectivity factor Zm

and attenuation-corrected radar reflectivity factor Z at

range r as shown:

Zm(r)5Z(r)1020:2
Ð r

0
k(s)ds , (1)

where Zm is directly proportional to the radar return

power, and since the radar range and radar calibration

FIG. 1. Off-nadir cross-track geometry. The measured low-

resolution radar reflectivity at range gate i is denoted by Ẑm,i, while

the path-integrated attenuation along the jth column is denoted by

Aj. The high-resolution measured radar reflectivity at the inter-

section of the ith range and jth column is denoted by Zm,ij. (left)

Determination of path attenuation,Aj, is illustrated as the difference

in surface return powers along column j outside and inside the rain.
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constant are assumed to be known, it can be considered

a measured quantity. The quantity k is the specific at-

tenuation in decibels per kilometer. Using a k–Z re-

lation, k 5 aZb, where a is allowed to vary with range

but not b; substituting this into (1) and differentiating

with respect to range gives a first-order differential

equation, the solution of which, for the jth column, can

be written as

Zj(r)5Zm, j(r)/[c2 qSj(r)]
1/b , (2)

where q5 0.2b ln10, c is the constant of integration, and

Sj(r) is given by

Sj(r)5

ðr
0
aj(s)Z

b
m, j(s) ds , (3)

where the integration extends from the radar (s 5 0) to

an arbitrary range r (s 5 r). For the initial-value prob-

lem, Zj(0)5Zm,j(0); since Sj(0)5 0, then c 5 1, which

gives the standard HB solution. It is worth noting

that the C- and a-adjustment methods, described in

sections 2a and 2b, respectively, begin with the initial-

value (HB) solution and then modify either the calibra-

tion constant or a, so that the path attenuation from the

HB solution is equal to that obtained from the surface

reference method. For the final-value approach, de-

scribed in section 2c, the constant of integration is de-

termined by imposing a condition at the final range gate

just above the surface. This condition is basically that

the attenuation-corrected Z at the final range gate be

equal to the measuredZ at this same gate multiplied by

an attenuation factor determined by the surface refer-

ence estimate.

To better understand the approximations that will be

introduced, it is useful to express the HB solution, (2)

with c 5 1, along the jth column in terms of discrete

range gates, where the first index gives the gate number

and the second index the column number, as shown:

Zij 5Zm, ij

. 
12 qh �

i

k51

akjZ
b
m,kj

!1/b

, (4)

where h is the radar range resolution [to be more pre-

cise, a factor dkj should be introduced inside the sum-

mation to account for the fact that dkj 5 1 for k 6¼ i and

dkj ’ 0.5 for k 5 i; to make the notation less cumber-

some, this is omitted in (4) and subsequent equations].

Equation (4) states that the attenuation-corrected re-

flectivity factor at the ith range gate of the jth column is

equal to the measured reflectivity factor at this same

gate and column multiplied by a factor that depends on

the parameters of the k–Z relationship and the mea-

sured high-resolution reflectivity factors in the column

summed from the storm top to the ith range gate.

Comparing (4) with (1) shows that this factor is closely

related to the path attenuation from the storm top to

the ith range gate. In particular, if we choose the range

gate closest to the surface, i 5 nj or r 5 rs, then we

obtain the relationship

A
b
j [ 1020:1bPIA

j ffi 12 qh �
n
j

i51

aijZ
b
m, ij , (5)

where

PIAj 5 2

ðr
s

0
kj(s) ds’ 2h �

n
j

i51

kij . (6)

The essence of the modification procedure is to replace

the HB-derived attenuation factor [right-hand side of

(5)] with that obtained from an independent estimate of

this quantity, that is, the left-hand side of (6), where PIAj

is given by an independently measured value of PIAj,

which in our case is that provided by the surface returns

within and outside the raining field of view. The dif-

ference in the present case is that the high-resolution

quantity, Zm,ij, is not measured, only the low-resolution

quantity Ẑm,i, which is the beam-weighted average of

the Zm,ij over the j 5 1, . . . , m columns that comprise

the radar field of view.

a. C adjustment

For the C- and a-adjustment procedures (Meneghini

et al. 1983; Meneghini and Nakamura 1990), the Zm,ij

or aij are modified by a multiplicative factor in a way

that the HB estimate of attenuation is made equal

to that from the surface reference technique. For the

C-adjustment case, the following assumptions are made:

Zm,ij5 «
1/b
j Ẑm,i and

aij 5ai . (7)

Note that the first equation of (7) is a twofold ap-

proximation: in the first, the high-resolution reflectivity

factors are modified by «1/bj ; in the second, the high-

resolution values are replaced by the low-resolution

values. The variations in Zm,ij along each column can be

thought of as being represented by the «1/bj term, while

the variations in range can be thought of as being rep-

resented by the Ẑm,i term so that, in effect, a separation

of variables assumption is made. Substituting these re-

lations into (5) and solving for «j gives
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«j 5 (12A
b
j )

�
qh �

n
j

i51

aiẐ
b
m,i . (8)

Substituting (7) and (8) into (4) gives an expression

for the high-resolution attenuation-corrected radar

reflectivity factors in terms of the measured values of

path-attenuation and coarse-resolution measured radar

reflectivity factors:

(Zij)C 5 Ẑm,i«
1/b
j

� 
12qh«j �

i

k51

akẐ
b
m,k

!1/b

. (9)

b. a adjustment

For the a-adjustment case, the following assumptions

are used:

Zm,ij 5 Ẑm,i and

aij 5 «jai . (10)

Substituting these relations into (5) and solving for «j
gives the same result as (8). Substituting (10) and (8) into

(4) gives the a-adjustment result for the attenuation-

corrected high-resolution radar reflectivity at the ith

gate and jth column as

(Zij)a5 Ẑm,i

� 
12 qh«j �

i

k51

akẐ
b
m,k

!1/b
. (11)

c. Final value

For the final-value analog, we return to the general

solution given by (2) and write

Zij 5Zm,ij

� 
c2 qh �

i

k51

akjZ
b
m,kj

!1/b

. (12)

In this approximation, we assume

Zm,ij 5 Ẑm,i and

aij 5ai . (13)

One way to derive the final-value formulation

(Marzoug and Amayenc 1991, 1994) is to set the attenua-

tion-corrected reflectivity at the last gate above the

surface equal to the measured reflectivity factor multi-

plied by the attenuation factor derived from the SRT

(Iguchi andMeneghini 1994). Again, letting the last gate

of the jth column (that closest to the surface) be denoted

by nj, then

Zij(i5nj)5Zm,ij(i5 nj)

� 
c2 qh �

n
j

k51

akjZ
b
m,kj

!1/b

,

5Zm,ij(i5 nj)/Aj5 Ẑm,i(i5 nj)/Aj . (14)

Note that (13) is used for the right-most equality in (14),

where the measured high-resolution reflectivity at the

nj gate, jth column is set equal to the low-resolution

value at gate nj. Solving for c and using (13) gives

c5A
b
j 1 qh �

n
j

i51

aiẐ
b
m, j . (15)

Substituting this into (12) and again using (13) yields the

following expression for the high-resolution final-value

radar reflectivity:

(Zij)f y 5 Ẑm,i

�"
A

b
j 1qh

 
�
n
j

k51

akẐ
b
m,k2 �

i

k51

akẐ
b
m,k

!#1/b
.

(16)

d. Characteristics of the solutions

The HBmodifications can be written in simpler forms

by using a continuous range variable so that for column

j ( j 5 1, . . . , m),

[Zj(r)]C 5 «
1/b
j Ẑm(r)/[12 q«j

~S(r)]1/b , (17)

[Zj(r)]a 5 Ẑm(r)/[12 q«j
~S(r)]1/b , (18)

[Zj(r)]fy 5 Ẑm(r)/fAb
j 1 q[ ~S(rs)2

~S(r)]g1/b , (19)

where ~S and «j are given by

~S(r)5

ðr
0
a(s)Ẑb

m(s) ds and (20)

«j 5 (12A
b
j )/q

~S(rs) . (21)

To calculate the attenuation-corrected reflectivity

factor and rain rate over the low-resolution range gate,

the antenna-gain-weighted sum of the high-resolution

data is needed. Denoting the weight along the jth column

by wj, then the low-resolution attenuation-corrected

radar reflectivity factor at the ith range gate can be ex-

pressed as

(Zi)method 5 �
m

j51

wj(Zij)method

�
�
m

j51

wj . (22)
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To obtain high-resolution rain rates, an R–Z (R 5 aZb)

relationship is applied to the high-resolution Z data. We

define the low-resolution rain rates by a formula similar

to (22):

(Ri)method 5 �
m

j51

wj(aZ
b
ij)method

�
�
m

j51

wj , (23)

where ‘‘method’’ is used to represent the C-adjustment,

a-adjustment, or final-value expression for the Zij esti-

mates given by (9), (11), and (16), respectively. In the

case of the a adjustment, it can be argued that a change

in a implies a change in the parameters of the R–Z re-

lationship, so that in this case, the a and b parameters in

(23) would be replaced by aj and bj, respectively, tuned

to the modified a value, that is, the initial value of a

multiplied by «j.

The relative magnitudes of (17)–(19) are determined

entirely by the magnitude of «j and follow directly from

the results of Iguchi and Meneghini (1994) as follows:

if «j . 1 then [Zj(r)]C . [Zj(r)]f y . [Zj(r)]a,

if «j 5 1 then [Zj(r)]C 5 [Zj(r)]f y 5 [Zj(r)]a,

if «j , 1 then [Zj(r)]C , [Zj(r)]f y , [Zj(r)]a . (24)

It is also worth noting that if the path attenuations in

any two columns are equal, then the results for any of

these methods will be the same for these two columns.

For example, if the path attenuations along columns k

and n are equal, then at any range

[Zj5k(r)]method5 [Zj5n(r)]method , (25)

where ‘‘method’’ must be the same on both sides of this

equation. However, if «j5k5 «j5n5 1, then according to

(24), all the methods will yield the same profile of the

attenuation-corrected reflectivity in the two columns.

When all m path attenuations are the same, the results

reduce to the standard formulations, implying that uni-

form beamfilling conditions hold in the cross-track di-

rection. Moreover, if all the path attenuations are the

same and « 5 1, then all the HB-modified formulations

reduce to the HB solution.

What we call the ‘‘NUBF’’ solutions for the low-

resolution reflectivity factor and rain rate are given by

(22) and (23), where theZij are given by (9), (11), or (16).

For the ‘‘non-NUBF’’ or traditional solutions, we take

only a single estimate of the path attenuation, corre-

sponding to a value that would be obtained near the

nominal surface maximum, that is, the path attenuation

estimate along the central column of the antenna beam.

If we assume for convenience that the number of col-

umns m is odd, then we define the center ray, jc, equal

to (m 1 1)/2. In this case, the non-NUBF solutions are

given by the above formulas using a single path atten-

uation at j 5 jc, so that the summations in (22), (23)

reduce to a single term at j 5 jc. Note that the HB so-

lution is inherently a low-resolution result, since it does

not use any independent path attenuation information.

Using (4) and (13) gives the traditional HB solution for

the attenuation-corrected reflectivity factor at the ith

range gate:

(Zi)HB 5 Ẑm,i

� 
12 qh �

i

k51

akẐ
b

m,k

!1/b

. (26)

3. Simulation and results

Because of the wide variety of nonuniformbeamfilling

geometries and radar incidence angles, it is difficult to

draw general conclusions on the degree of improvement

of any NUBF correction procedure. The intention here

is to identify some strengths and weaknesses of the

approach and suggest possible directions for future

work. An obvious weakness of the approach is that it

provides no NUBF information in the along-track di-

rection. Another potentially major limitation is that it

assumes that multiple PIA estimates can be measured

at off-nadir incidence angles. Apart from the inherent

errors in the SRT itself (Meneghini et al. 2000, 2004; Seto

and Iguchi 2007) are the potential error sources that

can arise when the rain return (at the early surface gates,

before the peak return) and bistatic and mirror-image

returns (at later gates, after the peak) add to estimation

errors. These error sources are neglected here but must

be considered before any approach using multiple PIA

estimates via the SRT can be fully validated. A related

error source is the dynamic range: in many cases, the

surface return will be detected along the central ray of

the FOV but not at nearby range gates because of lower

signal-to-noise ratios at the surface. In these cases, a re-

stricted set of PIAs must be used in the retrievals.

In the simulation presented, we neglect biases and

fluctuations in the measured radar reflectivity factors

and assume that the k–Z relationship is exact; that is, the

k–Z relationship used to generate the model data is the

same as that used in the retrievals. As explained below,

we also assume that the path attenuation estimates have

no error if the reflectivity factors are uniform in the along-

track direction. To evaluate the summations of Ẑm,i that

occur in the various formulations requires an assumption

as to what these values should be in the triangular region

near the surface shown in Fig. 1. As the Ẑm,i are not
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measurable in this region, because the surface is assumed

to dominate the return power, we assume that the values

of Ẑm,i at range gates lower than the last nonclutter-

dominated range gate are equal to the value measured at

that range gate [if the attenuation-corrected Zi rather

than the Ẑm,i were taken to be constant, then the HB

equation itself could be used to estimate Ẑm,i in the

clutter region (Iguchi et al. 2009); for simplicity, we

assume that the Ẑm,i, rather than the Zi, values are

constant in this region.] Labeling the gate at the storm

top (first measureable gate) as 1 and the last nonclutter-

dominated gate as is, this assumption is equivalent to

Ẑm,i 5 Ẑm,is ; i. is.

To construct a simple model storm, we begin by pre-

scribing the true (nonattenuated) reflectivity factor (in

dB) as a function of the Cartesian coordinates, (x, y, z) in

the form

ZdB(x, y, z)5 f (x)g(y)h(z) , (27)

where the functions on the right-hand side are taken to

be linear functions of the coordinates, for example,

f (x)5 f1; x1$ x

5 f11 (f22 f1)(x2 x1)/(x22 x1); x1 , x, x2

5 f2; x2# x .

(28)

In other words, the variation in ZdB along the x di-

rection is constant (f1) for x # x1, then changes linearly

from f1 to f2 as x goes from x1 to x2, and then is constant

(f2) for x $ x2. Variations in y and z are specified in

a similar manner. We take the x axis to be in the cross-

track direction, y in the along-track direction, and z in

the vertical. As in Fig. 1, the beam tilt is in the positive x

direction (i.e., u 5 08, where u is the azimuthal angle in

the x–y plane). Recall that the NUBF formulation can

potentially correct for gradients in x and z but not in y.

The radar geometry is defined by the incidence angle

with respect to nadir, the 3-dB beamwidth (or field of

view), and the range gate spacing. The radar frequency is

taken to be that of the TRMM PR where f 5 13.8 GHz.

For an incidence angle of 158, and a 0.718 beamwidth from

an altitude of 400 km and a gate spacing of 125 m, we

obtain approximately 11 range gates that intersect the

surface; for an incidence angle of 108, the number of

surface gates reduces to 7; for 58, the number decreases to

about 3. In the results to be presented, the incidence

angle is fixed at 108 but the results remain qualitatively

the same at 158. The radar beam is positioned so that its

center at the surface (z 5 0) is at x 5 y 5 0. As this,

along with the incidence angle and gate spacing, defines

the high-resolution radar grid (see Fig. 1), the Z(x, y, z)

can be resampled onto the radar coordinates. The me-

dium is assumed to consist only of rain, so that a single

k–Z relationship can be used to generate the k field at

each of the high-resolution grid points. From k andZ, we

can compute Zm at each high-resolution grid point by

summing the path attenuations along ray paths from the

storm top to the (i, j) grid point. Extending the ray path to

the surface gives the total path attenuation along the ray.

The low-resolution Zm and Z are derived from the high-

resolution data by weighting them by the antenna gain

function, which is assumed to be a Gaussian with a (two

ways) 6-dB beamwidth of 0.718.
The path attenuation for the jth column, as derived by

the SRT, is computed in the following way: assume that

the jth column consists of km rays in the along-track

direction, where the path attenuation along each of the

rays is denoted by PIAjk; k5 1, . . . , km; and also assume

that the intrinsic (not including atmospheric attenua-

tion) normalized surface cross sections (NRCS) at the

termination of these rays are all equal to s0
R(u), where

the subscriptR indicates that themeasurement ismade in

rain at an incidence angle, u. The SRT estimate of total

path attenuation along the jth column can be written as

PIAj52

ðr
s

0
kj(s)ds

510 log10

"
s0
NR(u)�

k
m

k51

wjk

�
s0
R(u)�

k
m

k51

wjk10
20:1PIA

jk

#
,

(29)

where the numerator and denominator are propor-

tional to the surface return power outside and inside

the rain, respectively; and where wjk are the antenna

gain weighting factors and s0
NR(u) is the NRCS in the

rain-free area. If PIAjk 5 PIAj for k 5 1, . . . , km and if

the intrinsic values of the normalized surface cross

section are the same outside and inside the rain

[s0
NR(u)5s0

R(u)], then the estimated PIAj reduces to

the true value. Note that the first assumption (PIAjk 5
PIAj for k 5 1, . . . , km) implies uniform beamfilling in

the along-track direction over the jth column; the sec-

ond assumption, s0
NR(u)5s0

R(u), takes the intrinsic

surface cross sections to be the same inside and outside

the rain. For the results to be presented, the latter as-

sumptionwill always be taken to be valid; consequently, if

there are no variations in Z in the along-track direction,

thenmeasured path attenuations will be equal to the true

values. It is worth noting that the true PIA can be defined

as 10 log10 of the ratio of the attenuation-corrected Z to

the measured Z along the jth column so that, with the

notation above,
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PIAj,True510 log10

 
�
k
m

k51

wjkZjk

�
�
k
m

k51

wjkZjk10
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where Zjk is to be interpreted as the attenuation-

corrected Z at the termination of the path in the kth

along-track segment of the jth cross-track column. If

Zjk 5Zj for all k and if s0
NR(u)5s0

R(u), then the above

equation and (29) are identical.

Shown in the top plots of Fig. 2 are the high-resolution

input Zm and Z fields for an incidence angle of 108, a
storm height of 4 km, and a range gate of 125 m. Note

that the data are plotted with the range gate number

along the ordinate and the column number along the

abscissa. Under these assumptions, the total number of

gates that are partially or fully filled with rain is 40;

however, the last seven gates (equal to the number of

columns) correspond to the shaded near-surface region

shown in Fig. 1. The radar-measured data are assumed

to be the 33 values of the low-resolution Ẑm,i above the

surface as obtained from the weighted average of the

high-resolution data, Zm,ij. We also assume that mea-

surements of the PIA along the seven columns are

available. For the NUBF correction, the C-adjustment

formulas given by (7)–(9) are used because, for the cases

considered, these formulas yielded somewhat more ac-

curate results than the other two. Although the reason

for this behavior is not fully understood, the NUBF

effect appears to be similar to a calibration error inZ so

that the C-adjustment method, which modifies Zm, is

FIG. 2. (top) High-resolution true/input values of Zm and Z for an incidence angle of 108 assuming Z changes

linearly (dB) along the x axis (cross-track direction) from 45 to 20 dBZ in going from x521 km to x5 1 km, where

the center of the beam at the surface is at x 5 0, y 5 0. (bottom) High-resolution estimates of Zm and Z using the

C-adjustment approach [Eqs. (7)–(9)].
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most effective in minimizing the error. It should be em-

phasized, however, that the final-value and a-adjustment

formulations should be considered when doing an

analysis where the NUBF effect is not the only source

of error.

Using (7)–(9) gives the estimated Zm and Z high-

resolution fields shown in the bottom two panels. In

generating these results, we have assumed that the true

or input Z has a negative gradient along x, going from

45 to 20 dBZ when x changes from 21 to 1 km. Recall

that the diameter of the FOV is approximately 5 km. A

second example is shown in Fig. 3, where the sign of the

gradient is reversed so thatZ changes from 20 to 45 dBZ

when x increases from 21 to 1 km.

The low-resolution results for these two cases, obtained

from (22) and (23), are shown in Fig. 4, where the left-

hand pair of plots for Z and R is derived from the

negative x-gradient case of Fig. 2 and the right-hand pair

of plots is derived from the positive x-gradient case of

Fig. 3. Note that the true or input values are represented

by the solid lines and that the NUBF correction results,

from the C-adjustment method, are represented by the

dotted lines. For comparison purposes, the standard

results from the HB, C-, and a-adjustment methods are

also shown. To reduce the number of lines, the standard

final-value results are not displayed but they fall be-

tween the standard C- and a-adjustment results. As seen

in the results in Fig. 4, the NUBF-corrected values of

Z and R are closer to the true values than are the tradi-

tional non-NUBF results, both in magnitude and shape

of the range profile. Although the standard a-adjustment

result for Z in the top-right-hand plot of Fig. 4 is quite

close to the true Z profile, the corresponding R estimate

in the bottom right shows an overestimation.

FIG. 3. (top) High-resolution true/input values ofZm andZ for an incidence angle of 108 assumingZ changes along

the x axis (cross-track direction) from 20 to 45 dBZ in going from x521 km to x5 1 km. (bottom) High-resolution

estimates of Zm and Z using the C-adjustment approach [Eqs. (7)2(9)].
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A second set of results is shown in Fig. 5. For these

cases, a positive gradient in Z(x) from 20 to 45 dBZ is

assumed but the location of the gradient is changed

from the previous cases. For the left-hand plots, the

gradient in the cross-track plane is taken over the range

(22 km, 0), while for the right-hand plots the gradient

is taken over the range (0, 2 km). For both cases and for

bothZ andR, the NUBF results are slightly higher than

the true values but provide more accurate shapes and

amplitudes than the standard non-NUBF results.

Examples that show the effects of gradients in both

x and z are shown in Fig. 6. For these examples,ZdB(x) is

assumed to have a negative gradient, going from 45 dBZ

at x 5 21 km to 20 dBZ at x 5 1 km. For the left-hand

plots of Z and R, a positive gradient in z is assumed, so

that ZdB(z) is decreased from its nominal value by 3 dB

at the surface and increased from its nominal value by

3 dB at the storm top (4 km). For the right-hand plots,

the opposite is assumed, so that ZdB(x, z) has a nega-

tive 6-dB gradient along the vertical. In contrast to the

previous example, the NUBF results are usually a bit

lower than the true values; but like the previous exam-

ples, they follow closely the true Z and R profiles.

Other examples, not shown, were used to confirm the

fact that all the methods converge to approximately the

sameZ andR results in the absences of any gradients. In

these cases, the values of PIA along the columns are

equal and the corresponding epsilon values are approxi-

mately equal to 1. Two points are worth noting, however.

The first point is the fact that all PIAs are equal implies

only that the epsilons are equal, not that they are equal to

one. For epsilon to be one, the HB and SRT estimates

of PIA need to agree or be biased by the same amount.

The former case applies for the results here because the

k–Z relationship is taken to be exact and the PIA esti-

mates are taken to be equal to the true values. The second

point is that although errors occur because of the con-

stant Zm assumption in the nonobserved portion of the

beam (the triangular region shown in Fig. 1), the retrieval

results are nevertheless fairly close to the true values.

FIG. 4. Low-resolution estimates of Z and R, Z(NUBF), and R(NUBF), represented by the dotted lines, derived

from the high-resolution estimates of Z shown in bottom-right panel of Fig. 2. True Z and R are represented by the

solid lines. Also shown are the results from the low-resolution standard HB, C-adjustment, and a-adjustment for-

mulations. (left) Results for a negative gradient in x, where ZdB(x 5 21) 5 45, ZdB(x 5 1) 5 20; (right) results for

a positive gradient in x, where ZdB(x 5 21) 5 20, ZdB(x 5 1) 5 45.
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Examples with gradients only in the along-track di-

rection show, as expected, that the NUBF corrections

discussed here provide no improvement over the stan-

dard attenuation correction formulations. It is worth

pointing out, however, that in a dual-frequency matched-

beam case, such as the proposed dual-frequency space-

borne weather radar for the GPM mission where

dual-frequency data will be available from nadir to about

98, the procedure described by Tanelli et al. (2012) (see

also Durden and Tanelli 2008) will be applicable. The

authors argue that under uniform beamfilling conditions,

the ratio of the Ka-band to Ku-band path attenuations

will be approximately equal to the nominal theoretical

value; under nonuniform conditions, the attenuation ra-

tio will tend toward smaller values, since the limiting

value of the PIAwill be determined by the fraction of the

beam filled with lower values of reflectivity and attenu-

ation. In the ideal case where the cross-track estimates of

PIA from the Ka-band and Ku-band channels all have

a ratio close to the theoretical value, the indication would

be ofminimal nonuniformity in the along-track direction,

allowing an application of one of the NUBF formulas

above to correct for cross-track nonuniformity. However,

the formulas above apply to a single-frequency radar;

whether dual-frequency retrieval methods can be gener-

alized in a similar waywhenmultiple estimates of the PIA

are available is an open but important question.

As a final comment, it is worth mentioning that with

(n 1 m) measurements (n measurements of Zm and m

measurements of PIA) but approximately n 3 m un-

knowns (the high-resolution attenuation-corrected radar

reflectivity factors), there are many potential solutions to

the problem other than those presented here. Whether

alternative methods of solution can be devised and

whether these solutions can provide more accurate re-

sults than those given here are open issues.

4. Summary

Multiple estimates of path attenuation over the cross-

track beam at off-nadir incidence angles can be used to

generalize some of the traditional attenuation correction

FIG. 5. Low-resolution estimates ofZ andR, Z(NUBF), and R(NUBF), represented by the dotted lines. TrueZ and

R are represented by the solid lines. Also shown are the results from the low-resolution standardHB,C-adjustment, and

a-adjustment formulations. (left) Positive gradient inZdB along the x axis, whereZdB(x5 0)5 20 andZdB(x5 2)5 45;

(right) positive gradient in ZdB along the x axis, where ZdB(x 5 22) 5 20 and ZdB(x 5 0) 5 45.
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methods that have been used for airborne and space-

borne weather radars. A simple simulation used to test

the modified formulations shows that the attenuation

correction procedures work well with linear gradients in

ZdB in the cross-track plane. Future work will focus on

an application of these results to airborne and space-

borne weather radar data and to possible extensions to

dual-frequency radars.
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