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ABSTRACT

A two-dimensional cloud-resolving model is used to study the sensitivities of two microphysical schemes,
a bulk scheme and an explicit spectral bin scheme, in simulating a midlatitude summertime squall line
[Preliminary Regional Experiment for Storm-Scale Operational and Research Meteorology (PRE-
STORM), 10–11 June 1985]. In this first part of a two-part paper, the developing and mature stages of
simulated storms are compared in detail. Some variables observed during the field campaign are also
presented for validation. It is found that both schemes agree well with each other, and also with published
observations and retrievals, in terms of storm structures and evolution, average storm flow patterns, pres-
sure and temperature perturbations, and total heating profiles. The bin scheme is able to produce a much
more extensive and homogeneous stratiform region, which compares better with observations.

However, instantaneous fields and high temporal resolution analyses show distinct characteristics in the
two simulations. During the mature stage, the bulk simulation produces a multicell storm with convective
cells embedded in its stratiform region. Its leading convection also shows a distinct life cycle (strong
evolution). In contrast, the bin simulation produces a unicell storm with little temporal variation in its
leading cell regeneration (weak evolution). More detailed, high-resolution observations are needed to
validate and, perhaps, generalize these model results. Interactions between the cloud microphysics and
storm dynamics that produce the sensitivities described here are discussed in detail in Part II of this paper.

1. Introduction

Cloud-resolving models (CRMs) have made signifi-
cant contributions toward the understanding of cloud
and precipitation systems over the past four decades.

With rapid advancement in computer power, more re-
alistic physical processes (e.g., surface–air exchange, ra-
diation, turbulent mixing, and topography) and better
numerical methods (e.g., grid nesting, positive-definite
advection scheme for scalar variables) have been incor-
porated into CRMs. These improvements, together
with finer resolution, longer integration time, larger
model domain, and more realistic initialization and
large-scale forcing, have enabled progressively better
simulations of cloud/precipitation processes in CRMs.
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The microphysical schemes in CRMs have also been
improved greatly over time. However, the majority of
current CRMs still use “bulk” microphysical param-
eterizations, which is essentially a Kessler (1969)-type
scheme. A bulk scheme specifies the particle size dis-
tributions of various hydrometeor types and typically
solves prognostic equations of a mixing ratio for each
type. The bulk scheme is conceptually simple and com-
putationally efficient. However, bulk schemes cannot
explicitly address questions related to variations in hy-
drometeor particle size or number concentration (e.g.,
aerosol–cloud–precipitation interactions and their im-
pact on the global energy balance and climate change).
“Two-moment” bulk schemes have been developed
(e.g., Cotton et al. 1986; Murakami 1990; Wang and
Chang 1993; Ferrier 1994; Meyers et al. 1997; Carrió
and Nicolini 2002; Seifert and Beheng 2006; Morrison
and Grabowski 2007) to partially address this problem
by including representations of the mean particle sizes
in CRMs. In addition to the mixing ratio, a two-
moment bulk scheme also predicts particle number
concentrations. This type of scheme still has to make
crucial assumptions such as the activation of cloud con-
densation nuclei (CCN), the shapes of particle size dis-
tributions, and the mean terminal fall velocities of vari-
ous particles.

“Bin” or “spectral bin” microphysical schemes have
been widely used in basic microphysical studies. They
were also the natural choice in many early cloud mod-
els, whose dynamics were relatively simple and whose
simulations did not involve ice phase microphysics (e.g.,
Clark 1973; Soong 1974; Takahashi 1975). A bin
scheme uses dozens, even hundreds, of particle size bins
to represent the actual size spectra of CCN as well as
different hydrometeor particles. Cloud droplet activa-
tion is explicitly calculated in a bin model, making it an
indispensable tool in the study of aerosol indirect ef-
fects. Several bin schemes with both water and ice
phase microphysics have been incorporated into cloud
models (e.g., Hall 1980; Reisin et al. 1996; Khain and
Sednev 1996; Ovtchinnikov and Kogan 2000). Cloud
models with bin microphysical schemes have been used
to study CCN–cloud interactions (e.g., Hall 1980; Khain
et al. 1999, 2004, 2005; Tao et al. 2007), weather modi-
fication (e.g., Yin et al. 2000a), the effect of giant CCN
(e.g., Yin et al. 2000b), and ice production mechanisms
(e.g., Ovtchinnikov et al. 2000; Fridlind et al. 2004).

Although the main goal of developing a CRM
with bin microphysics is to study aerosol–cloud–
precipitation interactions, which cannot be achieved by
using a simple bulk microphysical scheme, it is never-
theless a meaningful study to compare simulations be-
tween the two schemes. Despite the fact that the bin

microphysical scheme is considerably more sophisti-
cated than the bulk scheme (a 20-fold increase of com-
puting time for this case study), the formulations of
both schemes are based on the same theory and are
self-contained. Both of them inevitably involve various
assumptions at different scales. A detailed comparison
of the bulk and bin microphysical scheme using the
same model framework could reveal the strengths and
weaknesses of both schemes. It may also help to answer
such important questions as how various microphysical
processes interact with cloud dynamics, shape the pre-
cipitation system structure, and affect their environ-
ment. In additional, this study also serves to validate
the newly incorporated bin scheme using relatively well
established bulk scheme simulations. In the early stages
of CRM development, Soong (1974) and Shiino (1983)
used axisymmetric models to study the sensitivity of
their models to bulk and bin microphysical schemes for
a warm, maritime, small cumulus cloud. They both
found that the bulk scheme simulation produced an
earlier onset of surface rainfall compared with the bin
scheme simulation. Different cloud structures were also
simulated using different schemes. However, these ear-
lier cloud models had a limited dynamical framework
and simplified microphysics (e.g., warm rain only) and
simulated only a single, shallow cloud. It is to be ex-
pected that shallow, short-lived clouds are sensitive to
changes in the formulation of microphysical processes
because of the relatively weak dynamical forcing in this
cloud type. For deep convection, such as a long-lasting
mesoscale convective system (MCS) studied in this pa-
per, strong dynamics could dominate the relatively
small variations caused by the different microphysical
schemes.

This paper presents a detailed comparison between
simulations using the bulk and bin microphysical
schemes with both warm rain and ice microphysics for
a midlatitude, summertime squall line case. In contrast
to the earlier sensitivity studies described above, which
focused mainly on the developing stage of a single cu-
mulus cloud, this study focuses on the quasi-steady
state achieved in the simulated squall system. The
quasi-steady state achieved in the model is insensitive
to various artificial initial perturbations (e.g., cool pool,
hot bubble), adding more confidence in this compari-
son study. Published observations of the same case,
mainly derived from multiple Doppler radar analysis
and sounding data, are included wherever applicable to
validate the model. A direct validation of the bin mi-
crophysical scheme requires detailed microphysical ob-
servations, especially in situ measurements, which we
hope to be able to carry out in the future.

In the next section, a brief description of both the
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CRM and bin microphysical scheme are given, together
with a general description and model setup for the 10–
11 June 1985 Preliminary Regional Experiment for
Storm-Scale Operational and Research Meteorology
(PRE-STORM) case. In section 3, simulations by the
bulk and bin schemes are compared with each other
and with some available observations in terms of
general rainfall features, kinematic and thermodynamic
characteristics, and the heat budget. The emphasis in
this section is on the differences between the simula-
tions using different schemes during their quasi-steady
states. Diagnostic analyses and sensitivity tests aimed
at identifying the microphysical processes responsible
for these differences will be presented in Part II of
this paper (Li et al. 2009, hereafter Part II). The PRE-
STORM case is perhaps one of the best-studied conti-
nental MCSs. The plots in section 3 are constructed in
order to take advantage of the many previously pub-
lished observations of this case. A summary is given in
section 4.

2. Model and case descriptions

a. Cloud-resolving model

The CRM used in this study is the 2D anelastic ver-
sion of the Goddard Cumulus Ensemble (GCE) model
with open lateral boundaries and a free slip upper
boundary with absorption layers near the top. The 2D
framework is suitable because the PRE-STORM case is
a typical MCS system with relatively small variations
along the line (Houze 1993; Biggerstaff and Houze
1993). Furthermore, previous CRM simulations (e.g.,
Weisman et al. 1988; Fovell and Dailey 1995; Parker
and Johnson 2004) demonstrated that the dynamical
structures in 2D and 3D simulations of a MCS system
are similar. The current model includes both solar and
infrared radiation and a bulk aerodynamic surface flux
scheme (Tao et al. 1996). The subgrid-scale turbulence
in the GCE model is based on Klemp and Wilhelmson
(1978). The bulk microphysical scheme is based on Lin
et al. (1983) with prognostic equations for mixing ratios
of cloud water, rain, ice, snow, and hail. Condensation/
evaporation of cloud droplets uses instantaneous ad-
justment, that is, water vapor above supersaturation is
converted to cloud water within one time step, and
cloud water evaporates until depleted or the environ-
ment reaches saturation. Rain evaporation is calculated
by integrating evaporation of individual raindrops over
a Marshall–Palmer size distribution (Lin et al. 1983).
All scalar variables use a forward-in-time, positive-
definite advection scheme with a nonoscillatory option
(Smolarkiewicz and Grabowski 1990). Details on the

GCE model can be found in Tao and Simpson (1993)
and Tao et al. (2003a).

b. Bin microphysical scheme

The bin microphysical scheme in the Hebrew Uni-
versity Cloud Model (HUCM) explicitly describes the
size spectra of seven hydrometeor types: cloud/rain,
three types of ice crystals (plate, column, and dendrite),
snow/aggregates, graupel, and hail/frozen drops, as well
as CCN. The size spectrum of each hydrometeor type is
represented by 33 mass doubling size bins (i.e., the mass
of the kth bin mk � 2mk�1, where m1 � 3.4 � 10�11 g
corresponds to the smallest water droplet radius of r1 �
2 �m). The bin scheme solves equations of the discrete
particle number concentration fi,k ( fi,kdmk is the par-
ticle number per unit volume of air whose masses are
between mk and mk � dmk), where i � 1, 7 represents
the types of different hydrometeors and k � 1, 33 rep-
resents the particle sizes. Advection of the term fi,kdmk

uses the same scalar advection scheme in the GCE
model. The microphysical terms can be illustrated as

��fi, k

�t �micro
� nucleation � diffusion � coagulation

� breakup � multiplication � freezing

� melting. �1�

The nucleation term applies to cloud droplets and ice
crystals. Cloud droplets are activated explicitly accord-
ing to the size distribution of CCN, which is also rep-
resented by 33 mass size bins with the maximum size
bin the same as the smallest cloud droplet size bin. The
sizes of newly activated cloud droplets are calculated
according to the Kölher equation (Pruppacher and
Klett 1997) except when the dry CCN radius is larger
than 0.03 �m. Since large CCN take a long time to
achieve their equilibrium, the cloud droplet radius
formed from large CCN is assumed to be five times its
dry CCN radius (e.g., Kogan 1991). Concentrations of
the deposition and condensation-freezing ice nuclei are
based on Meyers et al. (1992). Ice crystals with different
shapes (column, plate, or dendrite) form at different
temperature and relative humidity regimes. Diffusional
growth (condensation/evaporation, deposition/
sublimation) requires information of the supersatura-
tion with respect to water (Sw) and ice (Si). In the bin
scheme, Sw and Si are solved analytically for the con-
dition with coexisting vapor, water, and ice. They are
then used to solve for individual particle growth. The
integrations of the individual particle growths deter-
mine the change of the vapor field and the correspond-
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ing latent heat exchanges (Khain and Sednev 1996;
Reisin et al. 1996). Stochastic kinetic equations for
drop–drop, drop–ice, and ice–ice collision/coalescence
and for collisional breakup of raindrops are solved us-
ing Bott’s (1998) scheme. These stochastic equations
represent the coagulation and breakup terms in Eq. (1).
Ice multiplication is formulated according to Hallett
and Mossop (1974) and occurs between �3° and �8°C.
The heterogeneous freezing of drops uses the immer-
sion ice nuclei formula from Vali (1975) and the contact
ice nuclei formula from Meyers et al. (1992). Homoge-
neous freezing becomes important below about �35°C.
The melting of ice particles is calculated explicitly by
solving prognostic equations for water fractions in each
ice particle bin (Phillips et al. 2007). Details of the bin
scheme can be found in Khain and Sednev (1996) and
Khain et al. (2000, 2004).

c. Experiment design

The 10–11 June 1985 PRE-STORM case is a well-
documented midlatitude MCS (e.g., Johnson and Ham-
ilton 1988; Rutledge et al. 1988). The GCE model is
initialized with a single sounding taken ahead of the
forming squall line. There are 33 stretched vertical lev-
els with a resolution of 240 m at the lowest level and
1250 m at the top. The horizontal grid number is 1024
with 1-km resolution for the center 872 points; outer
grids are stretched at the lateral boundaries. The total
integration time is 12 hours with 	t � 6 s. A low-level
cool pool is applied for the first 10 min to initialize the
convection. A modified horizontal wind profile with
low-level shear of about 20 m s�1 over the depth of 3.5
km is also applied. Further details of the experiment

design and initial conditions for the bulk scheme simu-
lation can be found in Tao et al. (1993).

The bin simulation uses exactly the same model set-
ting as the bulk run. The only difference is the micro-
physics. Additional initial aerosol information is
needed for the bin scheme simulation. Owing to the
lack of CCN observations for this case, an idealized
CCN spectrum is used according to Twomey and
Wojciechowski (1969):

NCCN � CSk, �2�

where NCCN is the CCN number concentration (cm�3)
and S is the supersaturation with respect to water; C
and k are constants that may change with location,
time, height, and air parcel history. In this study, C �
600 cm�3 and k � 0.308 are used in an attempt to
represent a typical background CCN spectrum over the
continent (Pruppacher and Klett 1997). No giant CCN
are included.

Sensitivity tests using 500-m horizontal resolution
have been carried out for both bulk and bin schemes.
The mean storm structure remains the same in both
cases. The vertical resolution used in this study is rather
coarse for explicitly simulating CCN activations. How-
ever, separate sensitivity tests show that wide ranges of
variations in activated cloud droplet number concentra-
tions do not affect the overall storm structure (Tao et
al. 2007).

3. Comparisons

The simulated MCS evolution can be illustrated by
the surface rainfall time–domain plots in Fig. 1. Rain

FIG. 1. The time-domain diagram of surface rainfall for the (left) bulk and (right) bin scheme simulations.
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from a single, initial deep convective cell reaches the
ground within 20 min in both cases, with the bin simu-
lation slightly later than in the bulk scheme. During the
developing stage (the first 6 h), new convection is gen-
erated at the leading edge of the squall. The precipita-
tion systems propagate forward (rightward) relative to
the modeling frame, which also moves rightward rela-
tive to the ground at a constant speed of about 12
m s�1. The trailing stratiform rain area expands gradu-
ally until it reaches its maximum after about 6 h. Both
MCSs then settle into quasi-steady states with a leading
convective edge and a trailing stratiform region. The
development of the simulated systems agrees qualita-
tively with the surface radar observations of Rutledge
et al. (1988), which shows the surface precipitation area
expanding from about 110 km with a limited stratiform
rain area to more than 180 km with an extensive strati-
form rain area within about 2 h (Figs. 4 and 5 in Rut-
ledge et al. 1988). The dissipation stage of the MCS
cannot be simulated by the current model setup. After
reaching the mature stage, the simulated system be-
comes quasi-steady. The emphasis of this paper is to
compare the quasi-steady states simulated by the dif-
ferent microphysical schemes.

a. Surface rainfall and radar reflectivity

1) SURFACE RAINFALL

The most significant difference in terms of surface
rainfall simulation is that the bin scheme has a much
larger trailing stratiform area than the bulk scheme.
Lynn et al. (2005) found similar results using the bin
microphysical scheme in a regional model. At t � 12 h
the width of the rain area is about 180 km in the bin
simulation compared with about 80 km in the bulk
simulation, as shown in Fig. 1. Consequently, light rain
contributes significantly more to the total surface rain-
fall in the bin simulation. Figure 2 shows the probability
density function using instantaneous surface rain rates
at 1-min intervals. For the bin scheme, roughly a quar-
ter of the accumulated surface rainfall over the 12-h
period comes from light rain with intensities less than
10 mm h�1, whereas the same light rain category con-
tributes to only 8% of the total rainfall in the bulk
simulation. In the meantime, less than 1% of the total
surface rainfall comes from heavy rain of more than 100
mm h�1 in the bin simulation compared with about 9%
in the bulk simulation. Johnson and Hamilton (1988)
used densely deployed rain gauge data collected during
the passage of the 10–11 June PRE-STORM squall line
to quantify the contribution of the stratiform rain. In
their study, convective rain is assigned when the rainfall
rate is above 6 mm h�1. They found that an average of

29% of the surface rain comes from the stratiform
region. When the same criteria are applied to the
model-simulated surface rainfall during the mature
stage (the last 6 h of the simulation), about 20% of the
total surface rainfall is stratiform in the bin simula-
tion compared with only 7% in the bulk simulation.
While both simulations underestimate the amount of
light rain compared to observations, the bin scheme
produces significantly more stratiform rain over an ex-
tensive area.

Another significant difference between the two plots
in Fig. 1 is the high rainfall rate streaks simulated by the
bulk scheme, which extend from the leading convection
well into the stratiform region, and the lack thereof in
the bin simulation. These high surface rainfall streaks
are the manifestations of rearward propagating convec-
tive cells, identifiable well into the trailing stratiform
region, as shown in Fig. 3.

2) RADAR REFLECTIVITY

Figure 3 compares the observed radar reflectivity at
0345 UTC 11 June 1985, during the mature stage of the
PRE-STORM squall (Rutledge et al. 1988), to the
simulated instantaneous radar reflectivity at t � 12 h.
The spatial scales and contour levels are matched in all
three panels. Radar reflectivity in the bulk model is
calculated using fixed, exponential particle size distri-
butions and densities, whereas simulated particle size
distributions are used in the bin model.

Large differences exist between the instantaneous ra-
dar reflectivity structure simulated by the bulk and bin
schemes, especially in the stratiform region. Both the
size and fraction of the stratiform rain are much larger
in the bin simulation, which is also evident in Figs. 1 and
2. The stratiform region in the bin simulation (Fig. 3b)

FIG. 2. Simulated surface rainfall probability density function
for the bulk scheme (black bars) and the bin scheme (gray bars).
The x axis is the instantaneous surface rainfall bins at 10 mm h�1

intervals; the y axis is the percentage contribution of each bin
toward the total surface rain accumulation.
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is homogeneous, with no sign of convective cells em-
bedded. On the other hand, cellular convective struc-
tures in the form of high radar reflectivity cores are
evident even to the rear end of the stratiform region in
Fig. 3c. These cells are remnants of the previous leading
convections that propagate rearward while decaying
progressively. At this particular time, a total of five cells
are visible in Fig. 3c, located at x 
 233 km, 226 km, 210
km, 180 km, and 160 km.

Radar reflectivity observations of the PRE-STORM
squall have been studied in many papers (e.g., Smull
and Houze 1987a,b; Rutledge et al. 1988; Rutledge and
MacGorman 1988; Biggerstaff and Houze 1993). The
widespread trailing stratiform region observed in these

studies compares better with the bin simulation, as
shown in Fig. 3. Convective cells embedded within the
stratiform region were not reported in these observa-
tional studies (e.g., Fig. 3). However, Rutledge and Pe-
tersen (1994) have found evidence of cloud water
coexisting with ice in the stratiform region for this
PRE-STORM case, which may be produced by weak
convective cells. Additional high-resolution radar ob-
servations are needed to determine how often the con-
vective cells exist in the stratiform region in a MCS and
to further validate the stratiform rain structure simu-
lated by different microphysical schemes.

Differences in radar reflectivity patterns also exist in
the leading convective zone for the two simulations. In

FIG. 3. Comparison of the (a) observed radar reflectivity with the simulated instantaneous radar
reflectivity for the (b) bin and (c) bulk schemes. Observed radar reflectivity during the mature stage
of the storm is copied from Fig. 5 in Rutledge et al. (1988). The simulated radar reflectivity is the
instantaneous value at t � 12 h, well into the quasi-steady state. Areas with radar reflectivity larger
than 30 dBZ are shaded and contours are at 5-dBZ intervals.
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the bulk simulation, the radar echo top of the leading
cell is generally below 7 km, and the second cell is
always the tallest with its top above 10 km throughout
the quasi-steady state stage. On the other hand, the
leading cell is almost always the tallest in the bin simu-
lation. A weak transition zone, which is a local radar
reflectivity minimum between the convective and strati-
form region, is located at x 
 210 km in Fig. 3b. The
transition zone is a common feature observed in MCSs
(e.g., at x 
 �50 km in Fig. 3a). The multicell system
simulated by the bulk scheme does not have a well-
defined transition zone. Another common signature in
the widespread stratiform region of an MCS is the
bright band, a local maximum in radar reflectivity near
the 0°C level produced by the melting of large ice par-
ticles. Both bulk and bin simulations show brightband
signatures at a height just below 4 km, which agrees

qualitatively with observations. In the model simula-
tions, it is assumed that the radar reflectivity of a melt-
ing particle is the same as that of a water drop of the
same size (i.e., an ice particle with water coating). This
results in an overestimation of the brightband reflectiv-
ity, as evident in Figs. 3b and 3c.

b. Kinematics and dynamics

1) HORIZONTAL WIND

The horizontal wind field in a mature MCS exhibits
rather robust structures as summarized in Houze
(1993). Figure 4 shows the observed and simulated in-
stantaneous horizontal wind fields at the same time as
for Fig. 3. Identical spatial scales and contours are used
in all panels. Similar to the observation in Fig. 4a, a
deep front to rear (FTR) outflow exists at mid to upper

FIG. 4. As in Fig. 3 but for the instantaneous horizontal wind fields. The shaded area represents
winds coming from the left; contours are every 5 m s�1.
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levels, partly fed by the leading convection. This FTR
outflow is responsible for carrying the ice particles gen-
erated in the leading convection rearward into the
stratiform region. Dominating the lower to middle lev-
els is a rear to front (RTF) inflow (shaded in Fig. 4),
which is maintained by diabatic heating. Its descent to
the leading edge is forced by evaporative cooling and
water loading. (Smull and Houze 1987b; Zhang and
Gao 1989; Szeto and Cho 1994; Pandya and Durran
1996). A near-surface, FTR flow prevails below about
1.5 km.

Several discrepancies exist between both simulations
and the observation in Fig. 4. The most prominent one
is the origin of the RTF inflow. The RTF inflow origi-
nates above 9 km in the observation, but below 6 km in
both simulations. The lack of interaction with the en-
vironment and the limitation of the 2D framework of
the current CRM may explain this. Zhang and Gao
(1989) successfully reproduced the observed rear inflow
structure for the same 10–11 June PRE-STORM case
using a nested grid mesoscale model. Sensitivity tests
from their study revealed that, when the large-scale
evaporative cooling was turned off, the RTF inflow still
originated at about 9 km but it became weaker and did
not penetrate to the ground. They argued that large-
scale baroclinity, which is not included in our 2D frame-
work, was responsible for the high origin and, partly,
the strength of the RTF inflow. In addition, large-scale
baroclinity may also contribute to the second jet core
located at x 
 60 km in Fig. 4a, which is missing in both
Figs. 4b and 4c.

2) VERTICAL WIND

Time series of the maximum vertical velocity is a
good indicator of cell regeneration cycles in a 2D
framework (e.g., Fovell and Dailey 1995). In Fig. 5, the
maximum and minimum vertical velocities simulated by
the different schemes are plotted for the 12-h period. It
is readily apparent that there are certain periodicities in

the temporal variations in Fig. 5, similar to some ex-
amples discussed in Fovell and Dailey (1995). Wavelet
analyses (e.g., Torrence and Compo 1998) of the maxi-
mum vertical velocity time series reveal that for the first
200 min (i.e., during the system’s developing stage) the
dominant oscillation period is 12
16 min for both bulk
and bin simulations. Some kind of transitional stage
occurs between 200 and 300 min for the bulk model
(200–400 min for the bin model), which has irregular
oscillations. After about 400 min, during the mature
stage of the system, the dominant oscillation period in
the bulk simulation settles back to a value of 12
16
min, whereas the bin simulation is characterized by
5
6-min oscillations with much weaker amplitudes
than the bulk simulation.

As shown in Fig. 5, cell regeneration cycles have dif-
ferent periods during the mature stage of the two simu-
lations. To illustrate the different quasi-steady states
achieved by the different microphysical schemes, the
vertical velocity field sequences are plotted in Figs. 6
and 7. Vertical air velocities are contoured at 1 m s�1

intervals, with the negative values dashed. Figures 6a–f
roughly capture the life cycle of a regenerating leading
convective cell during the mature stage of the bulk
simulation. In Fig. 6, multiple convective cores can be
identified as cellular structures with w larger than 1
m s�1. Similar “multicell” structures in the w field have
been reported in many previous model studies, both in
2D and 3D frameworks (e.g., Fovell and Ogura 1989;
Lin and Joyce 2001). In Fig. 6, as the leading cell grows,
it leans progressively rearward (Figs. 6a–c). The near-
surface convergence in front of the leading cell, gener-
ated by the cold outflow and the ambient lower-level
inflow, forms the embryo of a new cell at x 
 90 km in
Fig. 6c. The rapid growth of this new leading cell can be
clearly seen from Figs. 6c and 6d, where the previous
leading cell (located at x 
 77 km in Fig. 6d) moves
rearward and starts to lose its intensity. In Fig. 6f, the
new leading cell becomes independent and is separated
from the previous leading cell by a deep downdraft core
formed by the merger of the lower-level downdraft
core, driven mainly by evaporative cooling and precipi-
tation loading, and the upper level downdraft core,
driven mainly by compensating downdrafts (Fig. 6e).
The previous leading cell (x 
 75 km in Fig. 6f), now
totally cut off from the feeding of the near surface FTR
inflow, weakens considerably but is still active. Back in
Fig. 6a, the previous leading cell is located at x 
 72 km.
It splits from a previously merged cell, briefly shrinks,
and intensifies (Figs. 6b and 6c) before dissipating into
a small updraft core in Fig. 6f at x 
 57 km. Some of the
rearward propagating cells merge with a lower-level up-
draft core and become a deep convective core (e.g., x 


FIG. 5. Time series of the maximum and minimum vertical air
velocity (m s�1) for the bulk (gray lines) and bin (black lines)
scheme: data points are every 1 min for 720 min.
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55 km in Fig. 6c). This type of cell merger results in a
relatively strong convective cell structure within the
stratiform region. Although cell regeneration is not
strictly repetitive, as evidenced in the vertical velocity
time series in Fig. 5, the characteristics described in Fig.
6 are consistent throughout the bulk simulation. Fur-
thermore, the cell regeneration cycle described in Fig. 6
is consistent with many previous studies of multicell
storms (e.g., Fovell and Tan 1998; Lin and Joyce 2001;
Yang and Houze 1995).

Figure 7 is the same as Fig. 6 except for the bin
scheme simulation. The time evolution of the leading
cell in Fig. 7 is quite different from Fig. 6. During the
15-min period shown in Fig. 7, only a single updraft
core exists. This updraft core has its own weak oscilla-
tions with a period of about 6 min (Fig. 5). A much
weaker second cell (i.e., x 
 33 km in Fig. 7a) exists but
is no longer active. The leading cell, termed a “unicell”

here in contrast to the multicell structure in Fig. 6, has
less of a rearward tilt compared with the bulk simula-
tion, especially at lower levels. The leading updraft core
maintains a quasi-steady structure and evolves rather
continuously from x 
 54 km in Fig. 7a to x 
 56 km in
Fig. 7f.

Two different cell structures and regeneration modes
have been identified in the 2D simulations: the multi-
cell structure, with a distinct leading cell regeneration
cycle, is a consistent feature in the bulk simulation; the
unicell structure with weak temporal variations domi-
nates the quasi-steady state achieved in the bin simula-
tion. However, a relatively weak multicell mode still
exists during the first 2 h (the developing stage) of the
bin simulation (plot omitted). Occasionally, bin simu-
lation experiences distinct cell regeneration cycles too,
shown as an example in Fig. 8. The difference between
Figs. 6 and 8 is that the cell regeneration in Fig. 8 is

FIG. 6. Bulk scheme simulated instantaneous vertical air velocity fields every 3 min starting at t � 612 min,
roughly representing the life cycle of a regenerating new cell at the leading edge of the squall line. Contour interval
is 1 m s�1 with positive velocities in solid lines and negative velocities in dashed lines.
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more discrete, similar to the discrete propagation de-
scribed in Fovell et al. (2006). This type of discrete
propagation happens only several times during the en-
tire bin simulation, in contrast to the strong evolution
described in Fig. 6, which is a consistent feature in the
bulk simulation.

Observational evidence of the unicell structure is
summarized in the schematic diagram in Fig. 9 (copied
from Fig. 19 in Foote and Frank 1983), based on a
triple-Doppler radar analysis. The first column in Fig. 9
illustrates the multicell structure, similar to the bulk
simulation in Fig. 6. The multicell mode is termed
“strong evolution” in Foote and Frank (1983) because
of its distinct cell regeneration cycle. The middle col-
umn, which is termed “weak evolution”, resembles the
unicell structure in Fig. 7. In the weak evolution regime,
the updraft core does not split but undergoes some in-
ternal oscillations. A similar weak evolution mode was
also simulated by Fovell and Ogura (1989). The super-
cell model described in the last column refers to quasi-

steady storms with a highly 3D structure (e.g., Weisman
et al. 1988), which is not represented in the current 2D
model framework.

As summarized by Fig. 9, both multicell and uni-
cell structures have been observed previously. The
question is: To which category does the 10–11 June
PRE-STORM MCS belong? High-frequency vertical
velocity observations are not available for this case.
However, a time- and domain-averaged vertical air ve-
locity field, retrieved from composite dual-Doppler ra-
dar data (Biggerstaff and Houze 1993), is available for
comparison and provides some indication. The mean
vertical motion field (Fig. 3d in Biggerstaff and Houze
1993) is reproduced in Fig. 10e. To compare with Fig.
10e, radar reflectivity averaged over the mature stage
(5-min interval during the last 6 h of simulation) is plot-
ted in Figs. 10a and 10b for the bulk and bin scheme.
The corresponding average vertical air velocities are
contoured in Figs. 10c and 10d. When averaged, the
vertical cellular structures in the stratiform region simu-

FIG. 7. As in Fig. 6 but for the bin microphysical scheme.
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lated by the bulk scheme are smoothed out. Only the
leading convection remains a robust cell structure.
However, the size of the stratiform region simulated by
the bulk scheme remains significantly smaller com-
pared with the bin simulation in Fig. 10b.

The average mean vertical motion field for the bin
simulation (Fig. 10d) remains very similar to its instan-
taneous fields (e.g., Fig. 7), providing additional evi-
dence of the weak evolution mode simulated by the bin
scheme. In Fig. 10d, a deep, leading updraft core is
separated entirely from the much weaker and wide-
spread updraft to the rear of the system by a deep
downdraft core with two centers located at 2 and 8 km,
respectively. These features can also be identified in the
observations in Fig. 10e. For the bulk simulation, al-
though the leading updraft core is sometimes com-
pletely separated from the second core by a deep down-
draft (e.g., Figs. 6a and 6f), this feature does not appear
in the time-averaged w field in Fig. 10c. Averaging the

train of updraft cores traveling rearward results in a
weak updraft area immediately behind the leading core
with downdrafts both above and below it. If the strong
evolution mode involves continuously rearward propa-
gating updraft cores, as simulated in this and many pre-
vious studies (e.g., Fovell and Tan 1998; Lin and Joyce
2001; Yang and Houze 1995), it is unlikely that a con-
sistent deep downdraft core will exist immediately be-
hind the leading cell after time averaging. Furthermore,
the leading updraft core in the bin simulation extends
much higher, to about 15 km, than the shallow leading
updraft core, which extends to only about 6 km in Fig.
10c. Thus, it appears that the observed vertical air ve-
locity field compares better with the bin simulation and
supports a mainly weak evolution mode during the ma-
ture stage of this PRE-STORM case. However, high-
frequency vertical air velocity observations are needed
for a definitive answer.

In the stratiform region, both Figs. 10c and 10d have

FIG. 8. As in Fig. 7 but for the time period of a discrete propagation with multiple cells and strong evolution in
the bin simulation.
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weak updrafts at upper levels and weak downdrafts at
lower levels, which agree qualitatively with both the
dual-Doppler analysis shown in Fig. 10e and the ex-
tended-velocity azimuth display (EVAD) analysis by
Rutledge et al. (1988, their Figs. 8b, 13, and 14). There
are some discrepancies between both simulations and
the observations in Fig. 10. The most prominent ones
are the size and magnitude of the leading convective
core. Both simulations have a much stronger leading

updraft core with maximum w � 10 m s�1, compared
with about 4 m s�1 in the observation. In the meantime,
the simulated leading core sizes are 10
15 km com-
pared with 
30 km in Fig. 10e. The wider and weaker
leading core in the observation might be due to the
method of time averaging. For example, an individual
dual-Doppler analysis shown in Fig. 6 of Biggerstaff
and Houze (1993) has a leading updraft core of about
10 km with maximum w � 14 m s�1.

FIG. 9. Schematic diagram showing the updraft evolution for three different storm models:
(left) the cellular evolution according to the multicell model, involving the formation of
discrete updrafts; (right) the supercell model, with the updraft shown as being quasi-steady;
(middle) the model deduced for the Westplains storm; here the large updraft undergoes
gradual changes but remains singly connected. This is termed weak evolution, in contrast to
the strong evolution of the multicell case. The time between successive frames, moving down
the figure, is meant to be 3–5 min: contours represent isotachs of vertical wind speed. Figure
and caption are copied from Fig. 19 in Foote and Frank (1983).
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3) POTENTIAL TEMPERATURE AND PRESSURE

PERTURBATION

Direct measurements of temperature and pressure
field at cloud-scale resolution are not available. Braun
and Houze (1994) used the averaged dual-Doppler ra-
dar analysis to retrieve the pressure and potential tem-

perature perturbations during the mature stage of the
PRE-STORM case. Their retrievals are reproduced in
Figs. 11c and 11f. The average potential temperature
and pressure perturbations for the last 6 h of the simu-
lations are plotted in Figs. 11a, 11b, 11d, and 11e for
comparisons. Both spatial scales and contour lines are
matched between the simulations and observations.

FIG. 10. Comparison of average radar reflectivity and vertical air velocity between the bulk and bin scheme
simulations and observations. Simulations are averaged over the last 6 h, during the quasi-steady state of the storm.
Average radar reflectivity for the (a) bulk and (b) bin simulation; average vertical air velocity for the (c) bulk and
(d) bin simulation. Contours are at �1, �0.5, �0.1, 0.1, 0.5, 1, 5, 10, and 15 m s�1. (e) Doppler radar composite
analysis of along-line-averaged vertical cross section during 11 scans between 0131 and 0510 UTC 11 June 1985.
The grayscale image is the radar reflectivity. Contours are the vertical air velocities at �0.9, �0.45, �0.15, 0.15,
0.45, 0.9, 1.5, 2.4, and 3.6 m s�1 with negative values dashed. Fig. 9e is copied from Biggerstaff and Houze (1993).
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The overall features in the potential temperature
perturbation fields are very similar between the bulk
(Fig. 11a) and bin simulation (Fig. 11b) and the re-
trieval (Fig. 11c). The three-layer structure shows cool-
ing near the ground, mainly due to rain evaporation, a
thick heating layer between 4 and 12 km produced by
diabatic heating, and cooling again above 12 km, which
is related to the ascent generated by the storm system at
upper levels. For both simulations and the retrieval, the
minimum potential temperature perturbation occurs
near the gust front, with the lowest value of about �6
K. Both of the simulations of the cold current have a
bulge near its head, which has also been simulated in
previous model studies (e.g., Droegemeier and Wil-

helmson 1987; Fovell and Dailey 1995). The absence of
it in Fig. 11c may be due to the coarse resolution in the
thermodynamic retrieval. The maximum heating at
midlevels is about 3 K in the retrieval, compared with 3
K for the bulk simulation and 5 K for the bin simula-
tion.

Average pressure perturbations (right column of Fig.
11) also agree with one another qualitatively. For ex-
ample, the surface high-pressure center generated by
the cold gust front is present in all three panels. Simi-
larly, a surface pressure jump is also observed in
Johnson and Hamilton (1988, their Fig. 13). Both the
models and the retrieval show a wide mesolow at the
midlevel, associated with the positively buoyant air

FIG. 11. Comparison of the (left) potential temperature and (right) pressure perturbations between the bulk and
bin scheme simulations and the retrievals from Braun and Houze (1994): simulation plots are averaged over the
last 6 h during the quasi-steady state. Potential temperature perturbations are for the (a) bulk simulation, (b) bin
simulation, and (c) retrieval over the mature stage. Contour interval is 1 K with negative values dashed. The �2-K
contour is thickened to indicate the near surface cool current. Pressure perturbations (mb) are plotted for the
(d) bulk simulation, (e) bin simulation, and (f) retrieval at the same period as (c). The interval is 0.3 mb with
negative values dashed. Both (c) and (f) are from Fig. 6 in Braun and Houze (1994). The spatial scales and the
contour intervals for the simulations are matched to the retrievals.
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(Houze 1993). The bin simulation has a deeper and
wider mesolow, consistent with the simulated warmer
potential temperature perturbation. At upper levels,
both the bulk and bin scheme simulations show a weak
thermodynamically driven high center above the thick,
buoyant air at the top of the stratiform region. The
retrieved horizontal pressure gradient at the upper lev-
els in Fig. 11f is believed to be associated with a trough–
ridge system in which the MCS is embedded. This syn-
optic-scale variation is not represented by the current
CRM (Braun and Houze 1994; Zhang and Gao 1989).
In addition, the double mesolow centers to the rear of
the system shown in Fig. 11f are missing in both simu-
lations.

c. Heat budget

Conventionally, the heat budget is represented by
the apparent heat source (Q1) in diagnostic studies
(e.g., Yanai et al. 1973). In the PRE-STORM observa-
tion, the heat budget (Q1) has been estimated using
both a sounding network (Gallus and Johnson 1991)
and a high-resolution Doppler radar retrieval (Braun
and Houze 1996); Q1 can also be explicitly calculated
from CRMs (e.g., Tao et al. 2003b):

Q1 � ���
1

�

��w���

�z
� V� � ��� � D��

� �L�

Cp
�c � e� �

Lf

Cp
� f � m� �

Ls

Cp
�d � s��� QR,

�3�

where the first term on the rhs represents eddy heat
flux convergence, the second term the microphysical
heating, and the third term the radiative heating. In Eq.
(3), � is the horizontal average of the nondimensional
pressure,  the air density, V� and w� the perturbation
horizontal wind vector and the vertical velocity, and D�

the subgrid diffusion term. Parameters c, e, f, m, d, and
s are rates of condensation, evaporation, freezing, melt-
ing, deposition, and sublimation. The CRM-simulated
heat budget profiles using the two different microphysi-
cal schemes are plotted in Figs. 12b and 12c. The three
terms in Eq. (3) are plotted separately, and the total
heating is shown as solid lines. For comparison, the
total apparent heating derived from Doppler radar ob-
servations (solid line) and a sounding network (dashed
line) are reproduced in Fig. 12a. The sounding retrieval
is the value, at 0300 UTC, during the mature stage of
the PRE-STORM system. The Doppler radar retrieval
is an average over 5 h, during the developing and the
mature stage of the same storm. The simulations in
Figs. 12b and 12c are averaged over the whole 12-h
simulation period. To match the observations, only
heating profiles over the rain area are averaged in the
simulations.

By far, the dominant heating term in Figs. 12b
and 12c is the microphysical heating. Because the
PRE-STORM case occurred during nighttime, the ra-
diative term is negligible except for the longwave cool-
ing at cloud tops. Eddy fluxes are only important near
the cloud top and cloud base. Comparing the total
simulated Q1 (the solid lines in Figs. 12b and 12c) with

FIG. 12. Comparison of observed and simulated heating rate (K h�1) profiles: (a) total heating rate averaged over the
early (0030–0230 UTC) and mature (0300–0530 UTC) stage using Doppler radar observations (solid line; Braun and
Houze 1996) and calculated by rawinsonde composites at 0300 UTC (dashed line; Gallus and Johnson 1991), copied from
Fig. 18a in Braun and Houze (1996); total heating rate profiles (solid lines) averaged over the entire 12-h simulation period
plotted for the (b) bulk and (c) bin schemes. Profiles of the three components of the total heating (eddy transport: dotted
line; radiative heating: dashed line; microphysical heating: dashed–dotted line) are also shown for the simulations in (b)
and (c).
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observations (Fig. 12a), there is a general agreement in
the total profiles. Nonetheless, there are some discrep-
ancies between the observations and simulations. For
example, both of the observed heating profiles have
their maxima located between 7 and 9 km and they
decrease monotonically above and below that level.
The simulated maximum heating level is lower than in
the observations, at around 6 km in the bulk simulation
and 7 km in the bin simulation. The lower position of
the heating maxima is consistent with the lower simu-
lated rear inflow height and the lower maximum w cen-
ter in both simulations (cf. Figs. 4 and 10), which can be
partly attributed to the 2D modeling framework used in
this study.

Profiles of the six individual microphysical heating
terms—condensation, evaporation, deposition, subli-
mation, melting, and freezing—are plotted in Fig. 13 to
show the differences between the two microphysical
schemes in more detail. The summation of these terms
is the microphysical heating term represented by the
dash–dotted line in Figs. 12b and 12c. In Fig. 13a, con-
densation is smaller at lower levels in the bin simulation
but larger at upper levels because the bin simulation
has a more upright and deeper leading convective core
than the bulk simulation. The bulk simulation has more
evaporation at all levels. For both simulations, rain
evaporation (below 4 km) is much larger compared
with cloud evaporation (above 4 km). There is stronger
sublimation in the bin simulation at around 5 km (Fig.
13b) because of the larger size anvil simulated by the
bin scheme. The large spikes in both deposition and
sublimation at around 10 km in the bulk simulation are
produced artificially by limitations in the saturation ad-

justment scheme in the bulk scheme. These two spikes
largely cancel each other and have little effect on the
total energy budget.

Rain efficiency is another important quantity in the
large-scale impact of a squall system and in cumulus
parameterization schemes. Here the rain efficiency is
defined as the ratio of the total surface rainfall and the
summation of the total condensation and deposition
(e.g., Tao et al. 2004). In tilted systems (such as in the
bulk PRESTORM case simulation), the rain shaft is
more detached from the strongest updraft core, causing
more rain evaporation in such systems and reducing the
rain efficiency (e.g., Ferrier et al. 1996) compared with
more upright systems (such as in the bin simulation).
Rain efficiencies are 31.8% for the bulk simulation and
37.3% for the bin simulation, consistent with the pre-
vious studies.

4. Summary and future work

A well-documented midlatitude summertime MCS is
simulated using the GCE model with two microphysical
schemes: a simple, well-established bulk scheme and a
newly incorporated spectral bin scheme that explicitly
resolves the size distributions of cloud/rain, snow ag-
gregates, graupel, hail, and three types of ice crystals
(column, plate, and dendrite). Identical initial and en-
vironmental conditions ensure that the sensitivities of
the simulations are due only to the different represen-
tations of cloud microphysics and subsequent micro-
physics–dynamics interactions. The model is run for a
total of 12 h, which includes about 6 h in its quasi-steady
state. The emphasis of this paper is on describing dif-

FIG. 13. Components of the microphysical heating profiles simulated by the bulk (dashed
lines) and bin (solid lines) scheme: (a) condensation and evaporation, (b) deposition and
sublimation, and (c) melting and freezing.
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ferences between the bulk and bin scheme simulations,
especially during the quasi-steady state. Also, published
observations and observation-based retrievals of the
same PRE-STORM case are included as much as pos-
sible so as to validate the simulations.

Significant differences exist during the quasi-steady
state of simulations using the bulk and bin schemes,
especially in high-resolution temporal variations. The
convective cell regeneration and propagation take two
distinct temporal and spatial variation modes. In terms
of temporal variations, the bin simulation shows a weak
evolution mode for which the leading cell undergoes
internal oscillations without explicit new cell regenera-
tions. On the other hand, the bulk simulation has a
strong evolution mode for which the leading cell goes
through a distinct life cycle and more discrete propaga-
tion. In terms of spatial variations, the bin simulation
produces a unicell storm in which one deep convective
core with relatively upright orientation dominates the
convective region. The quasi-steady state simulated by
the bulk scheme, however, consists of a much shallower
leading convection tilting rearward, trailed by four or
five convective cells (termed a multicell storm), some
extend well into the stratiform region. These cells are
rearward propagating, previous leading cells that be-
come progressively weaker as they move away from the
storm’s leading edge. The stratiform region simulated
by the bin scheme is much wider and contributes to
about 20% of the total surface rainfall, compared with
a narrow stratiform region that contributes to only 7%
of the total rainfall in the bulk simulation. The bin
scheme simulated stratiform region is horizontally ho-
mogeneous, with mesoscale weak uplift of less than 1
m s�1 above the melting level and weak downward mo-
tion below it. The bulk simulation, however, shows
weak convective cells embedded in its stratiform region
with the presence of liquid cloud water. The available
PRE-STORM observations did not definitely support
the categorization of unicell versus multicell storm or
weak versus strong evolution mode, and whether there
are embedded cells in the stratiform region. However,
the bin simulation agrees better with both instanta-
neous and time-averaged radar observations. All of
these contrasting features (multicell versus unicell,
weak versus strong evolution) have been previously ob-
served in different systems and various environmental
conditions. The fact that they are simulated in the same
case by varying only the microphysical scheme indicates
the significant role microphysics can play in shaping the
storm structure and dynamics.

Despite our emphasis on differences in the two sets
of simulations, the evolution of the simulated MCSs
and many of their structures remain similar. For ex-

ample, both storms have well-defined convective and
stratiform regions. The flow patterns, especially after
being time averaged, are quite similar and compare
well with the observations. The magnitude and struc-
ture of both the averaged potential temperature and
pressure perturbations agree with each other, also with
the retrievals. The large-scale influences generated by
the simulated storms, for example, the apparent heat
source, moisture sink, and vertical mass fluxes profiles,
are all similar for the two simulations, as well as the
available retrievals.

Both bulk and bin microphysical schemes—as well as
a suite of multimoment bulk scheme in between—
involve various assumptions and have their own
strengths and shortcomings. Detailed comparisons of
these schemes are necessary to gain knowledge and
confidence in using them for different applications. For
this particular case, it is found that for the estimation of
mean heating profiles, total energy, or momentum con-
tributions of a continental MCS to its environmental
flow, both bulk and bin schemes work well. However,
for high-resolution storm forecasting and flood warn-
ing, or accurate retrieval algorithms of remote sensing,
proper representations of various microphysical pro-
cesses become crucial.

In the second part of this paper, further diagnostic
analyses and sensitivity tests are performed to study
interactions between cloud microphysics and dynamics
and the mechanisms that produce sensitivities de-
scribed in this paper. It is hoped that these comparisons
and analyses will eventually lead to a better under-
standing of the microphysics–dynamics interactions in
an MCS and to improvements in both the bulk and bin
microphysical schemes. However, this goal will not be
achieved without high-resolution observations together
with detailed, in situ microphysical observations.
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