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ABSTRACT

Two 20-day, continental midlatitude cases are simulated with a three-dimensional (3D) cloud-resolving
model (CRM) and are compared to Atmospheric Radiation Measurement Program (ARM) data. Surface
fluxes from ARM ground stations and a land data assimilation system are used to drive the CRM. This
modeling evaluation shows that the model simulates precipitation well but overpredicts clouds, especially
in the upper troposphere. The evaluation also shows that the ARM surface fluxes can have noticeable errors
in summertime.

Theoretical analysis reveals that buoyancy damping is sensitive to spatial smoothers in two-dimensional
(2D) CRMs, but not in 3D ones. With this theoretical analysis and the ARM cloud observations as
background, 2D and 3D simulations are compared, showing that the 2D CRM has not only rapid fluctua-
tions in surface precipitation but also spurious dehumidification (or a decrease in cloud amount). The
present study suggests that the rapid precipitation fluctuation and spurious dehumidification be attributed
to the sensitivity of buoyancy damping to dimensionality.

1. Introduction

a. Motivation

The representation of clouds in general circulation
models (GCMs) is one of the most important chal-
lenges in simulating the global water and energy cycle
(e.g., Cess et al. 1990; Zhang et al. 2005). Currently,
cloud-resolving models (CRMs) are being incorporated
into large-scale dynamic frameworks (e.g., GCMs) to
facilitate the interaction between clouds and large-scale
circulations in place of conventional cumulus param-
eterization (Emanuel and Raymond 1993) as an alter-
native approach (e.g., Grabowski 2001; Khairoutdinov
and Randall 2001; Raymond and Zeng 2005; Khairout-
dinov et al. 2005; Chern et al. 2005, unpublished manu-

script). This approach is referred to as a superparam-
eterization or multiscale modeling framework (MMF;
Randall et al. 2003). The approach has merit, since no
assumption is introduced on the causality between cu-
mulus clouds and large-scale circulations. A key ques-
tion is whether current CRMs can function in an MMF
as expected. This question can be addressed by evalu-
ating long-term CRM simulations against observations.
Here long-term simulation means a period comparable
to the long time scale in the approach to radiative–
convective equilibrium (Tompkins and Craig 1998),
which is around three weeks.

Consider a CRM in an ideal MMF with no compu-
tational limits. The CRM can represent clouds in a com-
putationally expensive way [e.g., a three-dimensional
(3D) framework with sufficient grid points]. When the
CRM is driven with prescribed large-scale forcing, the
difference between the modeling results and observa-
tions is attributed to model physics instead of compu-
tational issues [e.g., a two-dimensional (2D) framework
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or insufficient grid points]. Thus, the difference be-
tween the modeling results and observations provides
insights on improving the CRMs used in MMFs. In this
direction, the Goddard Cumulus Ensemble (GCE)
model is evaluated with data collected in the Atmo-
spheric Radiation Measurement Program (ARM). Two
20-day, continental midlatitude cases were selected for
this purpose.

b. Model evaluation

CRM evaluation can be traced back two decades.
Although real clouds and cloud systems are 3D, most
CRMs used today are still 2D due to computer re-
sources (Krueger 1988; Xu and Randall 1996; Wu et al.
1998; Li et al. 1999; Liu and Moncrieff 2004; and many
others). Only a few 3D CRMs (e.g., Tao and Soong
1986; Lipps and Hemler 1986) have been used to study
the response of clouds to large-scale forcing. Previous
studies showed that the collective thermodynamic feed-
back effect and the vertical transports of mass, sensible
heat, and moisture were similar between 2D and 3D
simulations in the life cycle of individual clouds (e.g.,
Tao et al. 1987). Recently, several 3D CRM experi-
ments were performed for 7-day periods for tropical
cloud systems with large horizontal domains (500 � 500
km2) at the National Center for Atmospheric Research
(Grabowski et al. 1998; Wu et al. 1998), National Oce-
anic and Atmospheric Administration/Geophysical
Fluid Dynamics Laboratory (NOAA/GFDL; Donner
et al. 1999), Met Office (Petch and Gray 2001), Colo-
rado State University (Khairoutdinov and Randall
2003), and National Aeronautics and Space Adminis-
tration (NASA) Goddard Space Flight Center (Tao
2003).

In the present study, the 3D GCE model is used to
simulate continental midlatitude clouds for twenty
days, longer than most previous 3D CRM simulations,
to evaluate the simulated cloud residues (i.e., cloud ice,
cloud water and water vapor). Cloud residues are a
natural consequence of cloud growth. Since surface
precipitation rate can be regarded as a measure of
cloud growth, temporal and accumulated modeled sur-
face precipitation is compared with the observed first.
Special attention is paid here to the sensitivity of clouds
to dimensionality.

Model evaluation depends strongly on observational
data quality (Moncrieff et al. 1997). Some recent field
experiments [e.g., the ARM Spring 2000 Intensive Op-
erational Period (IOP) and the ARM International
H2O Project (IHOP) in 2002] have provided compre-
hensive observational data (e.g., Ackerman and Stokes
2003; Weckwerth et al. 2004) for model evaluation. The
observed cloud properties from the ARM Spring 2000

IOP, for example, are the best in the 14-yr history of the
ARM program (Xu et al. 2005).

This study involves two 20-day observation periods
during two field experiments. One is from the ARM
2000 IOP and the other IHOP 2002. Some of the cloud
systems in these experiments have already been studied
for specific purposes, such as the life cycle of convective
clouds and as a setting for a model intercomparison
(Wakimoto et al. 2004; Xie et al. 2005; Xu et al. 2005).
Xie et al. (2005) and Xu et al. (2005) focused on two
short periods within the ARM 2000 IOP to compare
four 2D CRMs as well as eight single-column models
with observations. They suggested that 3D CRM simu-
lations be done to narrow down the origins of differ-
ences between the 2D CRMs and observations.

c. Dimensionality sensitivity of clouds

Suppose that cloud properties in CRMs are sensitive
to dimensionality. Thus, cloud–radiation interaction in
MMFs should be sensitive to CRM dimensionality, be-
cause cloud properties affect atmospheric radiation,
which in turn impacts the large-scale circulation (e.g.,
Albrecht and Cox 1975; Raymond 2000; Raymond and
Zeng 2000), which in turn modifies the clouds to com-
plete the feedback (Raymond and Zeng 2005).

In fact, previous studies (e.g., Grabowski et al. 1998;
Donner et al. 1999; Tompkins 2000; Khairoutdinov and
Randall 2003; Petch and Gray 2001; Phillips and Don-
ner 2006) showed contrary conclusions on the sensitiv-
ity of CRM cloud properties to dimensionality, al-
though they all showed that precipitation rate fluctu-
ates more rapidly in 2D CRMs than in their 3D
counterparts. Grabowski et al. (1998) showed that the
7-day mean cloud fractions were very close between
their 2D and 3D CRMs, which was supported by Tomp-
kins (2000) and Khairoutdinov and Randall (2003). In
contrast, Donner et al. (1999) and Phillips and Donner
(2006) found significantly larger ice contents in the up-
per troposphere in their 3D CRM than in its 2D coun-
terpart. Petch and Gray (2001) used two different mi-
crophysics parameterizations and got quite different re-
sults. Using an older version (Swann 1998), they got
results that supported Grabowski et al. (1998). But,
with a newer scheme based on Brown and Heymsfield
(2001), they got results to support Donner et al. (1999)
and Phillips and Donner (2006).

However, no explanation was available up until now
to rectify those contrary conclusions (see section 5b for
a discussion). But, by combining numerical experi-
ments, cloud observations, and theoretical analysis, the
present paper addresses the sensitivity of cloud prop-
erties to dimensionality and explains how cloud model
structure influences cloud simulations through cloud
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microphysics parameterization. The paper is organized
as follows. Section 2 describes the models and observa-
tional data used. Section 3 analyzes the modeling re-
sults for springtime cloud systems and compares 2D
and 3D simulations to examine the sensitivity of cloud
properties to dimensionality. Section 4 analyzes the
modeling results for summertime cloud systems and
tests the sensitivity of clouds to surface fluxes. Section
5 discusses the influence of cloud model structure on
cloud properties through cloud microphysics param-
eterization as a summary, explaining the sensitivity of
clouds to dimensionality. Finally, section 6 provides a
brief set of conclusions.

2. Design of numerical experiments

a. CRM description

A single-column CRM, which differs from the two-
column models designed to account for the interaction
between convection and large-scale circulations (Nils-
son and Emanuel 1999; Sobel and Bretherton 2000;
Raymond and Zeng 2000, 2005), is used here to test the
response of clouds to prescribed large-scale forcing de-
rived from observational data. Experiment setup fol-
lows previous ones (e.g., Johnson et al. 2002; Xie et al.
2005; Xu et al. 2005) except for surface flux input. In the
current framework, clouds are simulated with the GCE
model, large-scale forcing data come from observa-
tions, and surface fluxes in the lower boundary come
from either observations or a land data assimilation
system.

The GCE model is detailed in Tao and Simpson
(1993) and Tao et al. (2003), which describes its devel-
opment and main features. Its application to studies of
precipitation processes and improving satellite retriev-
als can be found in Simpson and Tao (1993) and Tao
(2003). The model is nonhydrostatic and anelastic. It
can be used in two or three dimensions with cyclic lat-
eral boundary conditions. Solar and infrared radiative
transfer processes (two-stream discrete-ordinate scat-
tering) are included. Their impact on cloud develop-
ment associated with cloud–radiation interaction has
been assessed (Tao et al. 1996). Subgrid-scale (turbu-
lent) processes in the model are parameterized using a
scheme based on Klemp and Wilhelmson (1978) and
Soong and Ogura (1980). The effects of both dry and
moist processes on the generation of subgrid-scale ki-
netic energy have been incorporated. A three-class ice
formulation (3ICE), namely that by Lin et al. (1983),
was used. The sedimentation of ice crystals was recently
included in the GCE based on Heymsfield and Donner
(1990) and Heymsfield and Iaquinta (2000) and was
discussed in detail in Hong et al. (2004). All scalar vari-

ables (temperature, water vapor, and all hydrometeors)
are calculated with a positive definite advection scheme
(Smolarkiewicz and Grabowski 1990). Results from the
positive definite advection scheme are in better agree-
ment with observations for tropical cloud systems
(Johnson et al. 2002).

b. Land data assimilation system description

In addition to the ARM surface fluxes, for land sur-
face sensitivity experiments, the surface fluxes were ex-
tracted from the Land Information System (LIS; Ku-
mar et al. 2006). LIS is a high-performance land surface
modeling and data assimilation system. It contains nu-
merous land surface models (LSMs) that can be driven
by a variety of atmospheric forcing from point to grid-
ded data. For this study the NOAH LSM was em-
ployed. This LSM simulates soil moisture (both liquid
and frozen), soil temperature, skin temperature, snow-
pack depth, snowpack water equivalent (and hence
snowpack density), canopy water content, and the en-
ergy flux and water flux terms of the surface energy and
surface water balances. The LSM land surface param-
eters were initialized with University of Maryland 1-km
datasets for vegetation and land–sea masks (Hansen et
al. 2000). Climatological datasets were ingested in order
to initialize other vegetation parameters such as albedo
and green vegetation fraction. Soils types were set using
the State Soil Geographic Database for State (Soil Sur-
vey Staff 2006), which has a 1-km horizontal resolution.
Initial soil water and temperature profiles were also
assigned according to climatology.

The LSM was integrated for 15 yr up through the
study period. For the period 1985 through 1996, Na-
tional Centers for Environmental Prediction (NCEP)
reanalysis data [the NCEP reanalysis data were ob-
tained from the NOAA–Cooperative Institute for Re-
search in Environmental Sciences (CIRES) Earth Sys-
tem Research Laboratory/Physical Sciences Division
(ESRL/PSD) Climate Diagnostics Branch, Boulder,
Colorado (see online at http://www.cdc.noaa.gov/)]
were used for the atmospheric forcing. After this pe-
riod, 1⁄8° atmospheric forcing was provided by the North
American Land Data Assimilation System (NLDAS;
Cosgrove et al. 2003), which incorporates high-
resolution Geostationary Operational Environmental
Satellite (GOES) radiation and stage IV precipitation
fields into the NCEP Eta Data Assimilation System
(EDAS). Modeled fluxes and temperature fields were
then evaluated against a variety of surface station data
and found to be in excellent agreement with observa-
tions. The modeled latent and sensible heat fluxes were
then extracted for use in the GCE model.
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c. ARM observational data

Two cases are studied in the present paper. The first
one is the ARM Spring 2000 IOP, which was also used
in the ARM Cloud Parameterization and Modeling
Working Group (CPM WG) Case 4 study (Xie et al.
2005; Xu et al. 2005). This dataset starts at 1730 UTC 1
March and ends at 0830 UTC 22 March 2000. The sec-
ond case covers the period from 2030 UTC 25 May to
830 UTC 14 June 2002 for the same ARM domain,
which overlaps IHOP 2002. The two cases represent
springtime and summertime midlatitude clouds, respec-
tively.

The ARM observational data used are classified into
two parts: forcing and evaluation data. Large-scale forc-
ing data (i.e., vertical motion and horizontal advective
tendencies of temperature and moisture) are derived
using data collected from the two ARM IOPs and the
variational analysis approach described in Zhang and
Lin (1997) and Zhang et al. (2001). The values repre-
sent the mean ARM Cloud and Radiation Test Bed
(CART) domain rather than a single point (Zhang et
al. 2001). The surface fluxes are obtained from site-
wide averages of observed fluxes from the ARM En-
ergy Balance Bowen Ratio (EBBR) stations. The
fluxes are assumed to be horizontally uniform in the
model. The LIS fluxes, which provide an alternate
source for surface fluxes, are used for comparison and
are discussed in section 4b as well as in the preceding
subsection.

Evaluation data include observed temperature and
humidity as well as liquid and ice water contents and
cloud fraction. Temperature and humidity are observed
every three hours during the IOPs. Cloud liquid water
content and ice water content are obtained as ARM
“Microbase” products (Miller et al. 2003). Vertical pro-
files of cloud fraction are derived from the hydromete-
or frequencies from the Active Remotely Sensed Cloud
Layers (ARSCL) data archive (Clothiaux et al. 2000).
The uncertainties in those quantities were discussed by
Xie et al. (2005).

d. A quick survey of numerical experiments

A default numerical experiment is set up with a 1-km
horizontal resolution, vertical resolution that ranges

from 42.5 m at the bottom to 1 km at the top, and an
integration time step of 6 s. A sponge layer aloft is
introduced with a strength of k(z � z0), where z0 � 10
km and k � 2.1 � 10�6 km�1 s�1 is constant above the
height z � 15.5 km. The Lin et al. (1983) microphysics
are used. The cloud model uses 128 � 128 � 41 grid
points and is integrated for 20 days except for specific
tests. The model domain is located over the ARM
Southern Great Plains (SGP) site with the center at
36.6°N, 96.5°W.

The numerical experiments discussed in the paper
are listed in Table 1 for quick reference. Two control
experiments C00 and C02 are designed for the 2000 and
2002 cases, respectively. The first one, C00, simulates
springtime clouds in 2000 to address the sensitivity of
clouds to atmospheric factors. It uses 128 � 128 � 41
grid points at 1-km horizontal resolution and the sur-
face fluxes from the ARM observations (Fig. 1). A 2D
experiment, D00, is used to assess the sensitivity of
clouds to dimensionality.

The other control experiment, C02, simulates sum-
mertime clouds in 2002 to examine the sensitivity of
clouds to surface fluxes. It uses the same model param-
eters as C00 and the surface fluxes from the ARM ob-
servations (the upper part of Fig. 2). As shown by Figs.
1 and 2, the 2002 case possesses stronger surface latent
heat flux both in amplitude and daily average than the
2000 case. In contrast to C02, experiment L02 uses sur-
face fluxes from LIS, a land data assimilation system,
that are then averaged horizontally for comparison. A
snapshot of the spatial distribution of the LIS surface
fluxes at day 1 is shown in Fig. 3. The horizontally
averaged surface fluxes are also shown in the lower part
of Fig. 2 in comparison with the ARM surface fluxes.
As shown in the figure, the surface fluxes from ARM
and LIS are close, except that they are different from
days 4 to 9. Experiment L02 tests the sensitivity of
clouds to surface fluxes from different data sources.

3. The 2000 case for springtime clouds

a. Control experiment (C00)

The control numerical experiment (C00) falls within
the spring of 2000. Part of the large-scale forcing data

TABLE 1. List of numerical experiments for cases.

Experiment
name Period Dimension

Grid
size Grid point

Surface
flux Comments

C00 1–20 Mar 2000 3 1 km 128 � 128 � 41 ARM Control run for case 2000
D00 1–20 Mar 2000 2 1 km 512 � 41 ARM Dimensionality sensitivity
C02 25 May–13 Jun 2002 3 1 km 128 � 128 � 41 ARM Control run for case 2002
L02 25 May–13 Jun 2002 3 1 km 128 � 128 � 41 LIS Land surface flux sensitivity
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over the CART domain is displayed in Fig. 4, including
large-scale horizontal temperature advection, horizon-
tal advection of water vapor mixing ratio, and large-
scale vertical velocity. The surface latent and sensible
heat fluxes are also shown in Fig. 1. These forcing data
start at 1730 UTC 1 March and end on 21 March 2000.
Various synoptic systems pass through the domain in

the following sequence: a synoptic cyclogenesis event
(1–4 March), a cold front leg (5–8 March), an upper-
level trough (9–11 March), nonprecipitating clouds (12–
15 March), a cold front with frontogenesis (15–19
March), and stationary fronts (20–22 March).

The 3D GCE model is used to simulate the 20-day
period. Modeled surface precipitation is compared with

FIG. 2. Time series of surface fluxes for the 2002 case. All data start at 2030 UTC 25 May
2002. Solid and dashed thin lines represent the surface fluxes from the ARM observations and
LIS land data assimilation system, respectively. Thick lines represent corresponding daily
averaged values.

FIG. 1. Time series of surface fluxes for the 2000 case. The data start at 1730 UTC 1 Mar
2000. Solid and dashed lines denote latent and sensible heat fluxes, respectively. Thick lines
display daily averaged values.
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observations in Fig. 5 with thin and thick lines, respec-
tively. In general, model surface precipitation agrees
well with observations. Differences in intensity exist at
days 6.5, 12.5, and 14.5. The accumulated surface pre-
cipitation amount is 6.3% smaller than was observed.
Both modeled and observed surface precipitation rates
have similar probability distribution functions (PDFs).

Time–pressure cross sections of retrieved liquid and
ice water contents are displayed in Fig. 6. Since the
retrievals have been well tested on thin nonprecipitat-
ing clouds but not on thick precipitating clouds (Dong
and Mace 2003), shading density in the figure indicates
the relative magnitude of the water contents. However,
the edge of the shading shows clearly the extent of the
clouds. Such distributions of water contents are used to
evaluate the model results.

The domain-averaged water contents in the model
are displayed in Fig. 7, where the liquid and ice water
contents are defined as the total mixing ratios of liquid
and ice water species, respectively. As shown in Figs. 6
and 7, the distribution of liquid water content in the
model is similar to that retrieved. However, the distri-
bution of model ice water content is quite different
from the retrieved. Model ice water, in contrast to the
retrieved, persists above 265 hPa as a residue of mod-
eled clouds.

Modeled cloud fraction and relative humidity1 with
respect to water are compared with observations, re-
spectively. Time–pressure cross sections of observed
relative humidity and cloud fraction are shown in Fig. 8,
and cross sections of the same variables from the model

are shown in Fig. 9. A grid box in the model is defined
as “cloudy” when the radar reflectivity dBZe � �35,
where the radar reflectivity is estimated from the mix-
ing ratios of all water species using the algorithm of Luo
et al. (2003). The distributions, as shown in Figs. 8 and
9, are similar for the main precipitation events such as
those at day 1, 6.5, 9.5, and 15. However, the distribu-
tion of observed cloud fraction has many more fine
structures than does the model. Modeled relative hu-
midity, as shown in Figs. 8 and 9, is larger than was
observed in the upper troposphere. The modeled rela-
tive humidity near 265 hPa increases gradually with
time. It is around 50%–60%, implying that air there is
close to saturation with respect to ice. The spuriously
large relative humidity above 265 hPa is associated with
excessive ice there.

Cloud fraction, temperature, and liquid and ice water
contents from the model and observations are averaged
over 20 days to show their mean profiles as a function
of pressure (Fig. 10). Average liquid and ice water con-
tents in the model are smaller and larger than those
retrieved, respectively, although the difference between
observations and the model is partly due to the way in
which the values were obtained. This comparison indi-
cates that excessive liquid water is converted to ice.

Cloud amount in the model, as shown in Fig. 10, is
larger than observed. The modeled cloud amount is
�20% more than was observed from 800 to 250 hPa.
The model air temperatures are 7.8 K lower and 3.5 K
higher than observations at 100 and 265 hPa, respec-
tively. The simulated near-surface air temperature is
5 K higher than the observations. The temperature dif-
ferences between the model and observations are due
not only to the specified large-scale forcing errors but
also the overprediction of cloud residues in the upper

1 Relative humidity is defined over water except when specified
in the paper.

FIG. 3. Horizontal distributions of the LIS (left) sensible and (right) latent heat fluxes at day 1.
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troposphere. Since cloud ice in the upper troposphere
emits longwave radiation into space and absorbs up-
ward longwave radiation from the air and land surface
below, excessive cloud ice near 165 hPa decreases the
temperature at �100 hPa and increases the tempera-
ture at �265 hPa. Meanwhile, excessive cloud ice in the
upper troposphere also increases the downward long-
wave radiation, which in turn contributes partly to the
overprediction of air temperature near the surface.

Figure 11 displays the 20-day average profiles of wa-
ter vapor mixing ratio and relative humidity against
pressure. The difference in the mixing ratios between
the model and observations decreases from 1.1 g kg�1

near the surface to zero at the tropopause. In contrast,

the difference in relative humidity generally increases
with height, from nearly zero at the surface to 30% at
265 hPa. The spuriously high relative humidity in the
upper troposphere is associated with the overprediction
of cloud ice in the upper troposphere, since cloud ice
increases (or decreases) through deposition (or subli-
mation) when air is saturated (or unsaturated) with re-
spect to ice.

b. Dimensionality experiments

In contrast to C00, 2D CRM simulations are ana-
lyzed for the sensitivity of clouds to dimensionality in
this subsection. For a better understanding, the differ-
ence in physics between 2D and 3D CRMs is discussed

FIG. 4. Time–pressure cross sections of (top) large-scale horizontal temperature advection, (middle) horizontal
advection of water vapor mixing ratio, and (bottom) large-scale vertical velocity. Data start at 1730 UTC 1 Mar
2000. Shaded areas indicate positive values; dashed and solid lines represent negative and positive valued contour
levels, respectively.
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first. Buoyancy damping is a physical concept of an
atmospheric system whose length scale is smaller than
the Rossby radius of deformation. The concept was dis-
cussed in previous studies for specific applications
(Bretherton and Smolarkiewicz 1989; Mapes 1993; Nils-
son and Emanuel 1999; Sobel and Bretherton 2000;
Raymond and Zeng 2000). With an analytical model for
a dry stratified atmosphere, the appendix shows the
relative importance of gravity waves and friction in
buoyancy damping and exhibits the sensitivity of buoy-
ancy damping to dimensionality. Buoyancy damping in
a 3D dry model, as shown in the appendix, consists of
two stages. In the first stage, an initial temperature per-
turbation (or buoyancy) propagates outward due to
gravity waves, resulting in the decrease of the tempera-
ture perturbation with time since the perturbation is
distributed into a wider area. In the second stage, the
perturbation dissipates due to friction in the wider area.
Thus, when friction is small, the perturbation damps

mainly in the first stage, implying that 3D buoyancy
damping is insensitive to friction. In contrast, the buoy-
ancy in a 2D model damps only due to friction. Conse-
quently, 2D buoyancy damping is sensitive to friction.
Therefore, the difference in sensitivity of buoyancy
damping to friction between 2D and 3D models implies
the sensitivity of buoyancy damping to dimensionality.

Based on the sensitivity of buoyancy damping to di-
mensionality, it is inferred that clouds are sensitive to
model dynamic structure through cloud microphysics
parameterization. Consider an isolated temperature
perturbation that is generated as a result of a convec-
tive cloud. The perturbation damps with time in a 3D
CRM even when model friction (e.g., spatial smoothers)
is weak. In contrast, a similar perturbation does not
obviously damp in a 2D CRM when model friction is
weak, resulting in many vertical oscillations that travel
horizontally as gravity waves.

Consider a 2D CRM with many vertical oscillations.

FIG. 5. Surface precipitation for the spring 2000 period. Thick and thin lines represent the
observations and control experiment C00, respectively. (top) Surface precipitation rate and
(middle) accumulated rainfall. (bottom) The PDF of surface precipitation.
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FIG. 6. Time–pressure cross sections of retrieved liquid and ice water contents starting from 1730 UTC
1 Mar 2000.

FIG. 7. Time–pressure cross sections of (top) liquid and (bottom) ice water contents obtained from the control
experiment C00 for the spring 2000 period.
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FIG. 8. Time–pressure cross sections of observed (top) relative humidity and (bottom) cloud fraction starting
from 1730 UTC 1 Mar 2000. Shaded areas in top panel indicate a relative humidity of more than 50%; dashed and
solid lines represent the contour levels with relative humidity smaller and larger than 50%, respectively.

FIG. 9. Same as in Fig. 8, but for relative humidity and cloud fraction from the control experiment C00 for the
spring 2000 period.
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Since precipitation is tightly related to vertical velocity,
it is expected that precipitation would fluctuate rapidly
in a 2D CRM. If the conversion rate from ice to snow
is large, little cloud ice is expected in the upper tropo-
sphere because of the vertical oscillations (see section
5b for details). However, vertical oscillations can be
controlled by spatial smoothers. When spatial smoothers
are strong, buoyancy damps due to friction and vertical

oscillations are weak. As a result, cloud ice cannot be
converted to snow efficiently, and thus ice persists as a
cloud residue in the upper troposphere.

The preceding analysis is tested with four 2D experi-
ments that are listed in Table 2. The first one, D00a,
adopts the same parameters as the 3D experiment, C00,
except for 512 � 41 grid points. Its pressure–time dis-
tribution of cloud ice is similar to C00, showing much

FIG. 11. Same as in Fig. 10, but for relative humidity and the mixing ratio of water vapor.

FIG. 10. Twenty-day mean profiles of (top left) liquid and (bottom left) ice water content, (top right) cloud
fraction, and (bottom right) air temperature difference between the model and observations against pressure in the
2000 case. Thick and thin lines represent variables from observations and experiment C00, respectively.
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cloud ice in the upper troposphere although the cloud
ice content is reduced. The second 2D experiment,
D00b, is similar except for a weak spatial smoother.
Using 42.5 m for the mixing length for subgrid turbu-
lence instead of the 250 m in C00, the experiment re-
sults in less cloud ice in the upper troposphere than
D00a, supporting the conclusion that spatial smoothers
can influence cloud ice in the upper troposphere.

The third 2D experiment D00c, also referred to here
as experiment D00, still uses 42.5 m as the mixing
length for subgrid turbulence. However, it increases the

conversion of cloud ice to snow by changing the related
terms in the scheme of Lin et al. (1983) to those in the
scheme of Rutledge and Hobbs (1984). Since D00 has
the least cloud ice in the upper troposphere of all three
2D experiments, it is analyzed next in detail in com-
parison with the 3D experiment C00.

The surface precipitation from D00 (Fig. 12) shows
rapid fluctuations at days 6.5, 14.5, and 17 in contrast to
observations and the 3D model. However, after being
averaged over a long period, the surface precipitation
rate and its accumulated amount are close to the ob-

FIG. 12. Same as in Fig. 5, but for the experiment D00 (a 2D numerical experiment for the
2000 case).

TABLE 2. List of 2D numerical experiments.

Experiment name Grid point Comments

D00a 512 � 41 Control run; 2D version of C00
D00b 512 � 41 D00a but weak spatial smoother
D00c (or D00) 512 � 41 D00b but stronger conversion of cloud ice to snow
D00d 128 � 41 D00c but small domain size
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servations. The final accumulated precipitation amount
after the 20-day integration is 5.6% smaller than that
observed. This 5.6% difference is slightly smaller than
the corresponding difference of 6.3% for the 3D model,
indicating that more water aloft is converted to precipi-
tation in the 2D model than in the 3D one.

Time–pressure cross sections of relative humidity
and ice water content for D00 are displayed in Fig. 13.
When compared with Figs. 8 and 9, the figure shows
that the relative humidity in the upper troposphere
changes irregularly, differing from the observations or
the 3D model significantly. In addition, the distribution
of ice water in the model is different from that re-
trieved. It is also different from the 3D model by having
periods without cloud ice in the upper troposphere. An-
other 2D experiment, D00d, with 128 � 41 grid points
shows the sensitivity of cloud properties to domain size
in 2D. The modeled surface precipitation is similar to
that in Fig. 12 except for stronger surface precipitation
fluctuations. The modeled clouds have distributions
similar to those in Fig. 13 except for many fine struc-
tures in the middle troposphere. The fine structures
associated with relative humidity and cloud ice in the
middle troposphere correspond to the rapid fluctuation
in modeled surface precipitation. The 2D simulations,
in contrast to the 3D, show that fluctuations in surface
precipitation are sensitive to domain size.

Figure 14 displays time-average values of relative hu-
midity, cloud fraction, and the horizontal variance of
temperature against pressure for experiments C00 and
D00 as well as the observations. The figure shows that
the temperature variance is generally larger in the 2D
experiment than in the 3D one, especially in the upper
and the lower troposphere. Since the temperature vari-
ance measures approximately the average height devia-
tion of air parcels from their original places, its contrast
between the 2D and 3D experiments implies that local
circulations are stretched vertically longer in the 2D
experiment than in the 3D one, and therefore it is rea-
soned that more cloud water and ice are converted to
precipitating water in the 2D experiment than in the 3D
one.

Figure 14 also shows that relative humidity is closer
to observations on average in the 2D experiment than
in the 3D one, and cloud fraction is smaller in the 2D
experiment than in the 3D one although cloud fractions
in both experiments are larger than the observations.
Such differences between the 2D and 3D modeled pre-
cipitation and clouds support the theoretical analysis of
clouds to dimensionality.

c. Other sensitivity experiments

The 3D experiment, C00, shows excessive clouds in
the model. Just as was shown in the preceding subsec-

FIG. 13. Time–pressure cross sections of (top) relative humidity and (bottom) ice water content in experiment
D00 (a 2D numerical experiment for the 2000 case).
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tion, the 2D model structure reduces the excessive
clouds. Even so, comparing 2D simulations versus ob-
servations is not encouraged for model parameteriza-
tion tuning since the 2D structure is an artificial factor.
In this subsection, additional sensitivity experiments
are done to test the sensitivity of clouds to other atmo-
spheric factors.

In contrast to C00, two experiments with 256 � 256 �
41 grid points are done with the horizontal resolutions
of 1 and 2 km, respectively. Their results, although dif-
fering in details, still exhibit cloud overprediction in the
upper troposphere, showing that domain size is not a
factor for the cloud overprediction.

An experiment with the sedimentation of cloud ice is
done since the sedimentation can be an important pro-
cess (e.g., Wu et al. 1999; Hong et al. 2004). After in-
troducing the sedimentation of cloud ice (Starr and Cox
1985), model cloud residues are improved. The differ-
ence between the model and observations in terms of
relative humidity, in contrast to Fig. 9, increases slowly
with time near 165 hPa. The distribution of cloud ice in
the upper troposphere contains breaks in a time–
pressure cross section. Obviously, the cloud simulation
is improved when cloud ice sedimentation is taken into
account. Even so, the modeled relative humidity and
cloud ice are still higher than was observed.

4. The 2002 case for summertime clouds

a. Control experiment (C02)

In contrast to the springtime case in the preceding
section, a summertime case is studied in this section.
Figure 2 displays the ARM surface latent and sensible
heat fluxes versus time. Figure 15 displays some of the
large-scale forcing data for the 2002 case, namely, large-
scale horizontal temperature advection, horizontal ad-
vection of water vapor mixing ratio, and large-scale ver-
tical velocity. All data start at 2030 UTC 25 May 2002
and last for 20 days. Compared with Fig. 4, Fig. 15
shows that the 2002 case has weaker large-scale forcing
(e.g., large-scale vertical velocity in the planetary
boundary layer). Figures 1 and 2 show that the 2002
case has strong surface latent heat flux both in ampli-
tude and daily average.

The control experiment for the 2002 case (C02) is a
20-day simulation with the same parameters as C00.
Figure 16 displays the observed and modeled surface
precipitation versus time. The strong precipitation
events are fairly well captured. Just like in the other
CRMs (Xu et al. 2002), the precipitation events at days
1.5 and 17 are delayed. To test the reason for the delay
in precipitation, a numerical experiment was made that

FIG. 14. Twenty-day mean profiles of (top) relative humidity,
(middle) cloud fraction, and (bottom) temperature variance
against pressure in the 2000 case. Thick lines represent observed
variables; thin lines represent variables from experiment C00; and
thin dashed lines represent variables from experiment D00.

4166 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S VOLUME 64



started at day 1 with an artificial increase in water vapor
in the planetary boundary layer. The results (figure
omitted) show that the three precipitation events from
days 1–3 are modeled well and the accumulated pre-
cipitation amount also agrees well with observations.
This infers that the delay in precipitation on day 1.5 in
C02 can be attributed to the lack of proper triggers for
convective clouds.

Two spurious precipitation events, as shown in Fig.
16, appear at days 13.5 and 14.2 in contrast to observa-
tions. The precipitation event at day 14.2 is initiated by
large convective available potential energy (CAPE;
which is directly proportional to surface relative humid-
ity when the air surface temperature is given) that is
reasoned from Fig. 17, and the event is further intensi-

fied by the upward large-scale motion in the middle
troposphere (see Fig. 15). To test the influence of pre-
vious accumulative errors on the spurious precipitation
events, a new simulation was done that started at day
13. In this experiment (figure omitted), the precipita-
tion event at day 13.5 disappears, and the precipitation
event at day 14.2 is significantly weakened but still
there. In summary, experiment C02 and the other two
experiments show that convective initiation, water
spinup, and large-scale forcing influence the simulation
of summertime precipitation.

Figure 16 also shows that the accumulated precipita-
tion amount in the model is smaller than the observa-
tions by 10.2%. Also, the PDF for the modeled precipi-
tation rate is similar to observations at small rainfall

FIG. 15. Same as in Fig. 4, but for the 2002 case. Data start at 2030 UTC 25 May 2002.
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rates but different at high rainfall rates. In general, the
model has a reasonable accumulated precipitation and
rainfall rate PDF compared to observations.

Figure 17 displays time–pressure cross sections of ob-
served relative humidity and cloud fraction, showing
the diurnal variation of relative humidity and cloud
amount in the lower troposphere. Figure 18 displays the
same variables from the model. As shown in these two
figures, the model relative humidity is larger than ob-
servations, especially in the upper troposphere. A pro-
nounced diurnal variation of low clouds exists in the
model more so than in the observations.

Twenty-day average values of water vapor mixing
ratio and relative humidity (Fig. 19) show that the ob-
servations and model are similar in terms of water va-
por mixing ratio but different for relative humidity. The
modeled relative humidity is �30% higher than ob-
served in the upper troposphere. Compared with Fig.
11, it shows that the differences between the model and
observations for humidity are similar in both the 2000
and 2002 cases, although the surface water vapor mix-

ing ratio and latent heat flux are much larger for the
2002 case.

b. Land surface flux experiment (L02)

Surface fluxes are necessary in an MMF to help drive
large-scale circulations over continents. Unlike the nu-
merical experiments in the preceding sections, no ob-
servational fluxes are available in an MMF. Thus, it is
of interest to test the sensitivity of cloud properties to
surface fluxes when the surface fluxes are provided
from a land surface model. This section describes such
a sensitivity experiment and its impact on the simula-
tion of clouds and precipitation.

Experiment L02 follows control experiment C02 ex-
cept that surface fluxes as well as land surface tempera-
ture come from LIS. The LIS data are obtained after a
15-yr spinup driven by observational data with a 1-km
horizontal resolution (see section 2a for details). Figure
2 displays the domain-average values of the surface
fluxes. The LIS fluxes have a strong diurnal signature
very similar to the ARM data. The 20-day average val-

FIG. 16. Same as in Fig. 5, but for the 2002 case. The numerical experiment is C02.
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ues of latent and sensible heat fluxes from LIS are 117.1
and 44.3 W m�2, while the corresponding ARM data
are 117.4 and 34.9 W m�2, respectively. However, the
LIS sensible heat fluxes from days 4 to 9 are larger than
the ARM values in both amplitude and daily average.

In experiment L02, LIS fluxes are assumed to be
horizontally uniform. Surface precipitation characteris-
tics (Fig. 20) are very similar to those in C02, but the
rain-rate PDF between the model and observations is
different at high rainfall rates. Time–pressure cross sec-
tions of relative humidity and cloud amount from L02
are shown in Fig. 21. This and other figures on water
content (figure omitted) indicate that cloud residues
are still overpredicted in the upper troposphere. How-
ever, the diurnal variation of cloud amount in the lower
troposphere from days 4 to 9 is superior to C02. This
improvement is attributed to the large LIS sensible and
small latent heat fluxes from days 4 to 9 (see Fig. 2 for
details). When the sensible heat flux increases and the
latent heat flux decreases, the surface relative humidity
decreases. As a result, the lifting condensation level
increases, and in turn cloud amount in the lower tro-
posphere decreases. This connection between surface
fluxes and the diurnal variation of clouds in the lower
troposphere (as shown in Figs. 18 and 21) is consistent
with the difference in relative humidity in the planetary
boundary layer between the two experiments.

The ARM and LIS fluxes come from different

sources. The ARM surface fluxes used in the control
experiment come from the EBBR stations, which use
the Bowen ratio to partition the fluxes. There are a
total of 14 EBBR stations. A grid of 0.5 � 0.5 degrees
was first set up to cover the ARM SCM (single-column
model) domain. Next, the Barnes scheme with a length
scale of 80 km was used to fill all the boxes. These
0.5 � 0.5 degree boxes within the SCM domain were
then averaged to get the area-averaged surface fluxes.
Based on this procedure for the ARM surface flux data,
it is inferred that some uncertainty is introduced into
the ARM-averaged fluxes due to the small representa-
tive scale of land variables. In contrast, the LIS fluxes
were obtained from a land surface model that was
driven with observational data of 1-km resolution (see
section 2a for details). Although the LIS fluxes at a
point are not as accurate as the ARM fluxes, their fine
resolution may lead to better area-averaged fluxes than
those from “sparse” observational stations. However,
this topic remains open and further comparisons be-
tween the two kinds of surface flux data are needed.

5. Discussion

a. Clouds and large-scale circulations

Current MMFs produce “Red Spots” (or excessive
precipitation) in the Tropics and overactive Madden–

FIG. 17. Same as in Fig. 8, but for the 2002 case.
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Julian oscillations (e.g., Khairoutdinov and Randall
2001; Khairoutdinov et al. 2005; Chern et al. 2005, un-
published manuscript). Such biases could be due to the
excessive clouds in CRMs, because clouds can interact
with radiation to form a positive feedback between the
large-scale circulation and cloud activity.

The interaction between clouds and large-scale cir-
culations is understandable. Thermodynamics domi-
nate atmospheric circulations on sufficiently large
scales (Neelin and Held 1987; Emanuel 1995, 1999;
Raymond 1995, 2000; Raymond and Zeng 2000; Zeng
et al. 2005). Thus, large-scale vertical circulations are
sensitive to atmospheric radiative cooling rate and the

surface fluxes from the underlying surface (e.g., Zeng et
al. 2005). On one side, clouds modulate radiation
greatly (e.g., Albrecht and Cox 1975) that in turn
change large-scale circulations. On the other side,
large-scale circulations modulate clouds and precipita-
tion (e.g., Raymond and Zeng 2005). Thus, there is a
positive feedback between clouds and radiation (e.g.,
Raymond and Zeng 2000). The positive feedback sug-
gests that accurate simulation of tropical precipitation
requires the proper simulation of clouds. In response to
this reasoning, two 20-day, continental periods are
simulated in the present paper for the evaluation of
clouds and surface fluxes in CRMs.

FIG. 19. Same as in Fig. 11, but for the 2002 case. The numerical experiment is C02.

FIG. 18. Same as in Fig. 9, but for the 2002 case. Data are from the control experiment C02.
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b. Buoyancy damping and cloud simulations

Because of available computational sources, current
MMFs usually employ 2D CRMs to represent clouds.
However, previous studies presented differing conclu-
sions on the sensitivity of cloud properties to dimen-
sionality (see section 1c for details). In the present pa-
per, the difference in physics between 2D and 3D
CRMs is studied with numerical simulations as well as
observations and theoretical analysis, providing an ex-
planation for the conflicting results.

Differences between the 2D and 3D simulations are
attributed to the energy transfer between scales (e.g.,
Lilly 1969; Moeng et al. 1996) and buoyancy damping,
where the latter is important near the tropopause be-
cause the energy transfer is associated with nonlinear
momentum terms (e.g., Lesieur 1990) and the nonlinear
terms due to convective cells are not important there.

With an analytical model, the appendix shows that
buoyancy damping differs in 2D and 3D dry models. In

a 3D dry model, buoyancy damping consists of two
stages. An initial temperature perturbation (or buoy-
ancy) first propagates outward due to gravity waves,
resulting in the decrease of the temperature pertur-
bation with time since the perturbation is distributed
into a wider area. Then, the perturbation dissipates
due to friction in the wider area. When friction is small,
the perturbation damps mainly on the first stage, im-
plying that 3D buoyancy damping is insensitive to fric-
tion. In contrast, the perturbation in a 2D model with
no friction does not damp, resulting in vertical oscilla-
tions that travel horizontally as gravity waves. There-
fore, buoyancy damps only because of friction in a 2D
model, making 2D buoyancy damping sensitive to fric-
tion.

In CRMs, convective clouds generate isolated tem-
perature perturbations. Just as shown in the appendix,
the temperature perturbations damp rapidly in 3D
models. However, the corresponding perturbations in
2D models persist as vertical oscillations when spatial

FIG. 20. Same as in Fig. 16, but for the 2002 case and experiment L02.
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smoothers are weak but damp when spatial smoothers
are strong. In brief, vertical oscillations are sensitive to
spatial smoothers in 2D CRMs but not in 3D ones.

Strong vertical oscillations can influence precipita-
tion and clouds through cloud microphysics. Common
sense suggests that strong vertical oscillations can bring
about precipitation fluctuations. It is also understand-
able how strong vertical oscillations influence clouds in
the upper troposphere. Consider an air parcel in the
upper troposphere that is saturated with respect to ice,
and assume that ice falls out immediately as precipita-
tion once deposition occurs. The parcel oscillates ver-
tically. When the parcel moves upward and becomes
supersaturated, vapor deposits into ice, which then falls
out of the parcel. When the parcel returns to its original
place, it becomes unsaturated, resulting in little ice
aloft. This dehumidification mechanism illustrates the
influence of strong vertical circulations on cloud resi-
dues. With this idealized case for perspective, it is not
difficult to understand the sensitivity of clouds to ver-
tical oscillations through cloud microphysics in 2D
CRMs.

Since vertical oscillations are inversely related to spa-
tial smoothers, it is to be expected that there would be
a sensitivity of precipitation and clouds to spatial
smoothers through cloud microphysics in 2D CRMs. In
contrast, buoyancy damping is insensitive to spatial
smoothers in 3D CRMs. Thus, cloud sensitivity in 3D

CRMs is not expected. Such analysis is supported by
the fact that clouds and precipitation in 3D CRMs are
not sensitive to spatial smoothers like those in 2D.

The present sensitivity analysis is not contrary to pre-
vious simulations. When spatial smoothers are strong in
a 2D CRM, vertical oscillations are weak and cloud
residues remain in the upper troposphere, just as in its
3D counterpart, which agrees with the simulations of
Grabowski et al. (1998), Tompkins (2000), and Khair-
outdinov and Randall (2003). When spatial smoothers
are weak in a 2D CRM, vertical oscillations persist and
reduce clouds in the upper troposphere in contrast to its
3D counterpart, which agrees with the simulations of
Donner et al. (1999) and Phillips and Donner (2006).
This analysis also provides an explanation for the simu-
lation of Petch and Gray (2001) on the sensitivity of
clouds to dimensionality through cloud microphysics.

c. 3D CRM evaluation

Just as discussed in the preceding subsection, precipi-
tation and clouds are sensitive to spatial smoothers in
2D CRMs. Since subgrid turbulence parameterization
and sponge layers are highly uncertain factors as spatial
smoothers, 2D CRM evaluations may vary from model
to model and even from case to case (e.g., Phillips and
Donner 2006). Therefore, 3D CRM evaluations cannot
be substituted with 2D CRM evaluations.

Previous 3D CRM simulations were usually evalu-

FIG. 21. Same as in Fig. 18, but for the 2002 case and experiment L02.
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ated with water vapor observations, showing that 3D
models produced high mean relative humidity in the
upper troposphere (e.g., Grabowski et al. 1998; Donner
et al. 1999; Petch and Gray 2001). By tuning model
parameters, 2D CRMs can be made to reduce the rela-
tive humidity so that their modeled value is close to
observations (see section 3b for details). However, such
parameter tuning is not advocated since artificial verti-
cal oscillations are introduced in 2D CRMs (see the
preceding subsection for details).

With the ARM cloud observations, it is possible to
evaluate cloud microphysics in 3D CRMs. The present
evaluation shows that modeled ice and liquid water
contents are larger and smaller than observations, re-
spectively. This result agrees with the parallel work of
Zipser et al. (2006, personal communication) on the
evaluation of 3D tropical cloud simulations. That
model evaluation also shows that ice persists in the up-
per troposphere in 3D CRM simulations, which clearly
effects radiation even though the ice content is very
small.

6. Conclusions

Two 20-day, continental midlatitude cases are simu-
lated with a CRM. Their results are analyzed with the
aid of ARM observations and the theory on buoyancy
damping to reach the following conclusions:

• Analytical solutions of a dry model exhibit the sen-
sitivity of buoyancy damping to dimensionality. In a
3D dry model, buoyancy damps mainly because of
gravity waves, and thus buoyancy damping is insen-
sitive to friction. In a 2D model, however, buoyancy
damps as a result of friction, and thus buoyancy
damping is sensitive to friction.

• Differences in buoyancy damping between 2D and
3D CRMs can result in differing vertical oscillations
that in turn lead to differences in the modeled pre-
cipitation and clouds through cloud microphysics,
which explains the current conflicting conclusions on
the sensitivity of clouds to dimensionality (see section
1c for details). Such a connection between buoyancy
damping and cloud modeling is supported by the
present simulations and is not contrary to previous
simulations.

• Comparisons of 2D and 3D CRM simulations show
that water aloft in the 2D CRM, even though it is
more than observed, is spuriously reduced because of
relatively strong vertical oscillations. Comparing 3D
simulations to cloud observations indicates that mod-
eled liquid water and ice are smaller and larger than
observed, respectively. Moreover, modeled water va-
por is larger than observed.

• Surface fluxes from LIS, a land data assimilation sys-
tem, are compared with the ARM data. The LIS
fluxes agree with the ARM data in general, but differ
over a period. When LIS surface fluxes replace ARM
data in the CRM simulations, similar results are ob-
tained except that LIS brings about a better simula-
tion of diurnal cloud variation in the lower tropo-
sphere. This work suggests that ARM and LIS sur-
face flux data should be compared further with more
cases in the future.
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APPENDIX

Dimensionality Sensitivity of Buoyancy Damping
in a Dry Atmosphere

In this appendix, linear 3D and 2D models are ana-
lyzed to study the sensitivity of buoyancy damping to
dimensionality in an irrotational dry atmosphere, pro-
viding a means to understand buoyancy damping in a
moist atmosphere. The 3D linear dry model is de-
scribed as

�t��u� � ��xp� � ��zz
2 ��u� �A.1a�

�t���� � ��yp� � ��zz
2 ���� �A.1b�

�t����� � N2g�1��w � 0 �A.1c�

�x��u� � �y���� � �z��w� � 0 �A.1d�

�zp� � g����� �A.1e�

DECEMBER 2007 Z E N G E T A L . 4173



in the Cartesian coordinate system (x, y, z), where (u, �,
w) are the three components of the velocity vector; 	 is
air density; p
 and �
 denote pressure and potential
temperature perturbations, respectively; N is the
Brunt–Väisälä frequency; � is a friction coefficient; and
g is the acceleration due to gravity. Different from the
analytical model of Bretherton and Smolarkiewicz
(1989), the preceding one takes account of friction for
the relative importance of gravity waves and friction in
buoyancy damping.

For simplicity, N and � are assumed to be constant in
the troposphere. All variables are expanded vertically
in Fourier series as

�u, p�� � �
m�1

	

��u�m, p�m� cos
m


H
z �A.2a�

�w, ���� � �
m�1

	

��w�m, �����m� sin
m


H
z, �A.2b�

where a symbol with the subscript m denotes a coeffi-
cient of its corresponding variable; z � 0 and H repre-
sent the height of the surface and the tropopause, re-
spectively. Substituting the preceding equation into
(A.1) and then eliminating (	w)m and (	�
)m yields

�t��u�m � ��xp�m � �N2cm
� 2��u�m �A.3a�

�t����m � ��yp�m � �N2cm
� 2����m �A.3b�

�tp�m � cm
2 ��x��u�m � �y����m� � 0, �A.3c�

where cm � HN/m� is the gravity wave phase speed. If
H �12 km and N �1.2 � 10�2 s�1, then cm � 46, 23, 15,
and 11 m s�1 when the vertical wavenumber m � 1, 2,
3, and 4, respectively.

Differentiating (A.3a) with respect to x and (A.3b)
with respect to y, and then summing the two equations
and substituting (A.3c) into the resulting equation
yields a pressure equation. Since a pressure pertur-
bation is related to a temperature perturbation by
Np
m/cm � �g(	�
)m/�, the pressure equation is changed
to a temperature equation, or

�tt
2�����m � �N2cm

� 2�t�����m � cm
2 ��xx

2 �����m

� �yy
2 �����m� � 0, �A.4�

which describes the buoyancy damping in the 3D linear
model. Since the preceding equation is linear, the su-
perposition principle is suitable. In the following para-
graphs, a special case is discussed to illustrate buoyancy
damping without loss of generality.

Consider the initial bell-shaped temperature pertur-
bation

�����m|t�0 �
���*�ma4

�a2 � x2��a2 � y2�
�A.5a�

�t�����m|t�0 � 0 �A.5b�

with �� � x � �� and �� � y � ��, where the
constant a represents the horizontal scale of the pertur-
bation. The preceding temperature perturbation ini-
tiates gravity waves and the waves propagate outward,
leading to buoyancy damping. To simplify the analysis
of buoyancy damping, the following dimensionless vari-
ables are introduced

x̂ � x�a

ŷ � y�a

t̂ � tcm�a

�̂m � �����m����*�m

�̂ � aN2��2cm
3 .

With the aid of Fourier transform, Eqs. (A.4) and (A.5)
are solved with

�̂m�x̂, ŷ, t̂� � Re�
0

�	 �
0

�	 1
�2 � �1

e�� |� |�| | �

� ��2e�1t̂ � �1e�2t̂�e�i��x̂�ŷ� d� d, �A.6�

where the operator Re chooses the real part from a
complex expression and

�1,2 � ��̂ � ��̂2 � ��2 � 2�. �A.7�

After setting � � rcos� and � � rsin�, the solution
(A.6) is expressed as

�̂m � �
0

�̂ �
0


�2

e�r�cos��sin����̂t̂�cosh�t̂��̂2 � r2� � �̂
sinh�t̂��̂2 � r2�

��̂2 � r2 �r cos�r�x̂ cos� � ŷ sin��� d� dr

� �
�̂

�	 �
0


�2

e�r�cos��sin����̂t̂�cos�t̂�r2 � �̂2� � �̂
sin�t̂�r2 � �̂2�

�r2 � �̂2 �r cos�r�x̂ cos� � ŷ sin��� d� dr.

�A.8�
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Figure A1 displays the potential temperature perturba-
tion versus t̂ at x̂ � ŷ � 0, showing buoyancy damping
with time.

Equation (A.8) can be used to understand buoyancy
damping in a 3D model. Since the second term on the
right-hand side of (A.8) effectively has the factor
exp(��̂t̂) in the integrand while the first one does not
[or cosh(�̂t̂) cancels exp(��̂t̂) in the first term], the
first and the second terms dominate when �̂t̂ k 1 and
�̂t̂ K 1, respectively. In other words, the two terms
alternate in their relative importance when t̂ increases
for a given �̂, implying that buoyancy damping consists
of two stages. In the first stage, an initial temperature
perturbation propagates outward and the temperature
perturbation at the origin decreases with time. The am-
plitude of the temperature perturbation decreases with
time because the perturbation is distributed into a
wider area. In the second stage, the perturbation dissi-
pates due to friction in the wider area. Hence, when �̂
is very small, the amplitude of the temperature pertur-
bation decreases mainly in the first stage, and therefore,
the decrease of the perturbation amplitude is almost
independent of friction.

A 2D linear dry model is discussed next to show the
sensitivity of buoyancy damping to dimensionality. The
2D model is the same as the 3D model in (A.1) except
there is no y direction. Following the same steps from
(A.1) to (A.4), the buoyancy damping in the 2D model
is described as

�tt
2�����m � �N2cm

� 2�t�����m � cm
2 �xx

2 �����m � 0. �A.9�

Since the preceding wave equation is one-dimensional
in nature, temperature perturbations (or buoyancy) in

the 2D model do not damp with time when the atmo-
sphere is inviscid. In other words, buoyancy in a 2D
model damps only due to friction, which is quite differ-
ent from that in its corresponding 3D model. In sum-
mary, 2D buoyancy damping is sensitive to friction, but
3D buoyancy damping is not.
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