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ABSTRACT

Observations of the atmospheric state include scales of motion that are not resolved by numerical models
into which the observed data are assimilated. The resulting observation error due to unresolved scales, part
of the “representativeness error,” is state dependent and correlated in time. A mathematical formalism and
algorithmic approach has been developed for treating this error in the data assimilation process, under an
assumption that there is no model error. The approach is based on approximating the continuum Kalman
filter in such a way as to maintain terms that account for the observation error due to unresolved scales. The
two resulting approximate filters resemble the Schmidt–Kalman filter and the traditional discrete Kalman
filter.

The approach is tested for the model problem of a passive tracer undergoing advection in a shear flow
on the sphere. The state contains infinitely many spherical harmonics, with a nonstationary spectrum, and
the problem is to estimate the projection of this state onto a finite spherical harmonic expansion, using
observations of the full state. Numerical experiments demonstrate that approximate filters work well for the
model problem provided that the exact covariance function of the unresolved scales is known. The tradi-
tional filter is more convenient in practice since it requires only the covariance matrix obtained by evalu-
ating this covariance function at the observation points. A method for modeling this covariance matrix in
the traditional filter is successful for the model problem.

1. Introduction

Measurements of atmospheric variables are made at
various times and at various locations using instruments
that are accurate to within some tolerance called the
measurement (or instrument) error (e.g., Daley 1991;
Atlas 1997; Rodgers 2000). In the context of data as-
similation there is, in addition to the measurement er-
ror, a “representativeness error” that arises from the
variability of the observed field at scales smaller than
those resolved by the assimilating dynamical model,
and from the discrete approximation of the exact, con-
tinuum observation operator (Lorenc 1986; Cohn

1997). For observations of highly variable fields such as
wind, moisture, and trace constituents, the representa-
tiveness error can be considerably larger than the mea-
surement error (e.g., Ménard et al. 2000).

Proper treatment of representativeness error in the
data assimilation process is complicated by the fact that
it is state dependent and correlated in time (Daley 1992;
Mitchell and Daley 1997a,b). Even if the state depen-
dence and time correlation are neglected, one must still
specify a representativeness error covariance matrix.
To gain an initial understanding of the problem, theo-
retical studies of the representativeness error have so
far assumed that the covariance function of the unre-
solved scales is stationary and isotropic (Daley 1993;
Mitchell and Daley 1997b; Desroziers et al. 2001; Liu
and Rabier 2002). These assumptions lead conveniently
to an expression for the representativeness error co-
variance matrix that depends on a small number of free
parameters and that could potentially be implemented
in operational practice. On the other hand, the creation
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and destruction of unresolved scales is an effect of the
local (in time and space) dynamics. Assumptions of sta-
tionarity and isotropy would therefore risk, if imple-
mented in practice, underestimating the representative-
ness error variance when and where it is large, and
overestimating it when and where it is small.

In the present study we consider data assimilation for
the simple model problem of a passive tracer undergo-
ing advection on the sphere. Shear in the advecting wind
creates unresolved scales in the continuum state. The con-
tinuum state itself can be expressed in closed form for the
idealized shear flow considered here, and in particular
the resolved scales can be evolved exactly.1 The obser-
vation operator is also known and discretized exactly.
Therefore, the representativeness error is due solely to
the unresolved scales. The continuum formalism of Cohn
(1997) is used to develop and test two data assimilation
schemes that treat this error. Both are extensions of the
Kalman filter (Kalman 1960; Kalman and Bucy 1961) to
continuum dynamics with discrete observations.

The first scheme is a version of the Schmidt–Kalman
filter (Jazwinski 1970), which is essentially the general-
ized filter formulation of Mitchell and Daley (1997a,b).
It accounts for state dependence and time correlation
of the representativeness error but is not optimal. The
second, simpler, scheme is a version of the traditional
discrete Kalman filter, which does not account for these
effects but does include a representativeness error co-
variance matrix. The numerical experiments show that
both of these schemes work well for the model problem
if they are supplied with the exact covariance function
of the unresolved scales, which is neither stationary nor
isotropic. The performance of the traditional filter is
poor when it is instead given stationary, diagonal ap-
proximations of the representativeness error covari-
ance matrix. Performance improves considerably when
it is given a simple, time-dependent, but still diagonal
approximation of the representativeness error covari-
ance matrix.

The continuum formalism, specialized to the case of
linear dynamics and observation operators, is reviewed
in section 2. The data assimilation schemes are devel-
oped in section 3. The model problem and numerical
experiments are described in section 4. Results are
summarized in section 5.

2. The basic framework

We consider the problem of finding a finite-dimen-
sional estimate of the state w � w(x, t) of a continuum,

linear, scalar dynamical system at given times tk, using
measurements available up to time tk as well as our
knowledge of the continuum system dynamics. Here, x
∈ �3 denotes the space variables, w: �4 → � lies in
some function space B, and we write

w�x, tk � � �Fk,k�1
c wk�1��x�, k � 1, 2, 3, . . . , �1�

where Fc
k,k�1:B → B is the solution operator from time

tk�1 to time tk for the partial differential equation that
defines the continuum system dynamics. The solution
operator acts on the function w at time tk�1, and wk�1

denotes w(·, tk�1). We assume that the observations are
linear functionals on the state, contaminated by addi-
tive noise:

wk
o � Hk

cw�· , tk� � �k
m, �2�

where wo
k is the pk vector of observations at time tk, Hc

k

is the continuum forward observation operator from B
to �pk, and �m

k is the measurement error vector that
depends on the instruments used to obtain the obser-
vations wo

k.
Applying the general formalism of Cohn (1997) to

our scalar linear problem, we pose the finite-
dimensional state estimation problem as that of esti-
mating the projection

wr�x, tk� � ��kwk��x� �3�

of the continuum state w(x, tk) onto an N-dimensional
subspace B N

k of B. Here, 	k is a projection operator
from B to B N

k , N is the dimension of the finite-
dimensional state estimate that will be sought, and wr(x,
tk) denotes the resolved portion of the continuum state.
Denoting by wu(x, tk) the unresolved portion,

wu�x, tk� � ��I � �k�wk��x�, �4�

where I denotes the identity operator on B, we have

w�x, tk� � wr�x, tk� � wu�x, tk�. �5�

The observation Eq. (2) can now be written in the
form

wk
o � Hkwr�· , tk� � �k

o, �6�

where Hk is the discrete forward observation operator
from B N

k to �pk. The observation error �o
k can be written

as the sum of three parts:

�k
o � ��k � ��k � �k

m, �7�

where

��k � Hk
cwu�· , tk�, �8�

1 This is in contrast to the usual situation where there is “model
error” due to unresolved scales, which has been studied recently
by Hamill and Whitaker (2005).
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will be called the observation error due to unresolved
scales, and

��k � �Hk
c � Hk�w

r�· , tk� �9�

will be called the forward interpolation error.
According to (4), the observation error due to unre-

solved scales defined in (8) is the difference between a
perfect (noise free) observation of the complete state w
and a perfect observation of the resolved portion wr,
which we would like to have. It depends on all scales
unresolved by elements of the finite-dimensional space
B N

k . Accounting for this error in the estimation of wr is
the object of this study.

The forward interpolation error (9) contains the er-
ror caused by approximating the operator Hc

k with Hk.
This error is due to the particular discretization Hk cho-
sen for Hc

k, including any interpolation error due to
representing the infinite-dimensional domain B of Hc

k,
with the finite-dimensional domain B N

k of Hk. To focus
attention on the observation error due to unresolved
scales, in this study we choose Hk to satisfy [Hc

k �
Hk]	k � 0, that is, there is no forward interpolation
error.

Note that our definitions of the terms in (7) are dif-
ferent from those used by some other authors. For ex-
ample, the sum of the errors (8) and (9) is called the
forward interpolation error by Daley (1993) and Mitch-
ell and Daley (1997a,b). Also, this sum is called the
representativeness error by Cohn (1997) and Lorenc
(1986). The term “forward interpolation error” as de-
fined in (9) is similar to the definition found in Daley
(1991), except that our “true” state, that is, the state to
be estimated, will be wr rather than all of w. The term
“representativeness error” is also used in Daley (1991)
and Daley (1993) as the error due to the finite spacing
L between observation locations; that is, it is defined
there as “a measure of the error caused by the misrep-
resentation of all scales smaller than L.”

Finally, from (1) we have

wr�x, tk� � �Fk,k�1
r wk�1

r ��x� � ���x, tk� � ���x, tk�,

�10�

where F r
k,k�1:B N

k�1 → B N
k is the discrete dynamical

model, or propagator, used to evolve the resolved
scales;

���x, tk� � ��kFk,k�1
c wk�1

u ��x� �11�

is the model error due to unresolved scales; and

���x, tk� � ���kFk,k�1
c � Fk,k�1

r �wk�1
r ��x� �12�

is the model error due to discretization. It is important
to note that if B N

k is defined in such a way that

B k
N ∩ Range�Fk,k�1

c �I � �k�1�� � �, �13�

where � denotes the empty set, then there is no model
error due to unresolved scales: 
�(x, tk) � 0. We will
choose B N

k so that (13) holds, to isolate the observation
error due to unresolved scales. Further, we will choose
the discrete propagator Fr

k,k�1 to satisfy [	kFc
k,k�1 �

Fr
k,k�1]	k�1 � 0, so that there is no model error what-

soever and (10) becomes simply

wr�x, tk� � �Fk,k�1
r wk�1

r ��x�. �14�

From (1) it follows also that wu(x, tk) satisfies dynam-
ics of the form

wu�x, tk� � �Fk,k�1
u wk�1

u ��x� � �Fk,k�1
ur wk�1

r ��x�,

�15�

where Fu
k,k�1 and Fur

k,k�1 represent the action of (I �
	k)Fc

k,k�1 on B \B N
k and B N

k , respectively. The second
term on the right-hand side of (15) vanishes in case

B \B k
N ∩ Range�Fk,k�1

c �k�1� � �, �16�

in which case the dynamics of the resolved and unre-
solved scales are fully decoupled in view of (14). We do
not assume (16); that is, while we choose B N

k so that the
unresolved scales do not influence the resolved scales,
we allow the resolved scales to influence the unresolved
ones. In any case, (15) is an infinite-dimensional equa-
tion and cannot be evolved exactly in general.

3. The state estimation problem

The objective is now to estimate the state wr(x, tk)
using measurements

wk
o � Hkwr�· , tk� � �k

o, �17�

where the observation error �o
k is

�k
o � Hk

cwu�· , tk� � �k
m; �18�

the state wr evolves according to (14) with random ini-
tial condition wr(x, t0), and wu evolves according to (15)
with random initial condition wu(x, t0). The measure-
ment error �m

k is assumed to be normally distributed
with mean zero and covariance matrix Rk, that is, �m

k �
N (0, Rk), and to be white in time, and uncorrelated with
wr(x, t) and wu(x, t) at all times. Note that (18) and (15)
imply that �o

k is sequentially correlated and is also cor-
related with the state wr. Also, (18) and (15) imply that
the mean of � o

k is not necessarily zero, even if we
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assume that wu(x, t0)� � 0, due to the possible contri-
bution from resolved scales to wu(x, tk)�. Here, ·� de-
notes the mathematical expectation.

Having introduced the basic definitions and assump-
tions, we turn our attention to methods for estimating
wr(x, t). Three different approaches will be considered.

a. The Kalman filter

Since � o
k is sequentially correlated and correlated

with the state wr, the usual Kalman filter equations
cannot be applied directly to the system (14) and (17).
However, one can write the augmented system:

�wr�x, tk�

wu�x, tk�
���Fk,k�1

r 0

Fk,k�1
ur Fk,k�1

u ��wk�1
r

wk�1
u ��x�, �19�

with the observations given by

wk
o � �Hk Hk

c ��wr�· , tk�

wu�· , tk�
�� �k

m. �20�

For the augmented system, the observation error �m
k

has mean zero and is neither sequentially correlated
nor correlated with the augmented state vector that
must now be estimated, and the Kalman filter equa-
tions apply. However, with this approach, wu is esti-
mated simultaneously with wr and the evolution of the
error covariance function of the unresolved scales and
of the error cross-covariance function between the re-
solved and unresolved scales is required. This makes
the full Kalman filter approach unsuitable, since these
are functions that belong to an infinite-dimensional
space and cannot be computed in practice. Although
we have accounted for the observation error due to
unresolved scales, some approximation is needed.

b. The Schmidt–Kalman filter

The second approach discussed here is similar to the
Schmidt–Kalman formulation (Jazwinski 1970). The
Schmidt–Kalman filter equations can be obtained by
first writing the standard Kalman filter for the aug-
mented system (19) and (20), and then neglecting terms
containing estimates of wu. This leads to the analysis
update

wk
r,a�x� � wk

r, f�x� � Kk
r �x��wk

o � Hkwk
r, f�·�

� Hk
cwu�· , tk���, �21�

Kk
r �x� � �HkSk

rr, f�x, ·� � Hk
cSk

ru, f�x, ·��TMk
�1, �22�

Sk
rr,a�x1, x2� � Sk

rr, f�x1, x2� � Kk
r �x1��HkSk

rr, f�· , x2�

� Hk
cSk

ru, f�x2, ·��, �23�

Sk
ru,a�x1, x2� � Sk

ru, f�x1, x2� � Kk
r �x1��Hk

cCk
u�· , x2�

� HkSk
ru, f�· , x2��, �24�

Mk � H2k�H1kSk
rr, f�· , ·��T � H2k

c �H1kSk
ru, f�· , ·��T

� H1k�H2k
c Sk

ru, f�· , ·��T

� H2k
c �H1k

c Ck
u�· , ·��T � Rk, �25�

and the forecast equations

wk
r, f�x� � �Fk,k�1

r wk�1
r,a ��x�, �26�

Sk
rr, f�x1, x2� � �F2k,k�1

r F1k,k�1
r Sk�1

rr,a ��x1, x2�, and

�27�

Sk
ru, f�x1, x2� � �F2k,k�1

u F1k,k�1
r Sk�1

ru,a ��x1, x2�

� �F2k,k�1
ur F1k,k�1

r Sk�1
rr,a ��x1, x2�. �28�

The operators H1k and Hc
1k in (25) act on the x1 vari-

ables, while H2k and Hc
2k act on the x2 variables. Thus,

Hc
1kCu

k(· , x2) is a (column-) vector-valued function of x2,
for instance, and Hc

2k[Hc
1kCu

k(· , ·)]T is a pk � pk matrix.
Operators such as Fr

1k,k�1 and Fr
2k,k�1 in (27) are de-

fined similarly.
The covariance function Cu

k(x1, x2) in (24) and (25) is
supposed to approximate the covariance function of the
unresolved scales defined by

Wuu�x1, x2, tk� � �wu�x1, tk� � wu�x1, tk���

� �wu�x2, tk� � wu�x2, tk����. �29�

The usual Schmidt–Kalman formulation takes Cu
k(x1,

x2) � Wuu(x1, x2, t0), but we consider Cu
k(x1, x2) to

model Wuu(x1, x2, tk), and, therefore, to depend on time
in general. Still, this filter is suboptimal since wu is not
estimated. The covariances calculated by Eqs. (23),
(24), (27), and (28) are also not the estimation error
covariances. The actual estimation error covariances
are defined by

Pk
rr, f�x1, x2� � �wr�x1, tk� � wk

r, f�x1��

� �wr�x2, tk� � wk
r, f�x2���, �30�

and similarly for Prr,a
k . Recursions for the actual esti-

mation error covariances are derived in Janjić (2001).
If the unresolved-scales covariance function Wuu(x1,

x2, tk) were actually known, then Cu
k(x1, x2) could be set

equal to Wuu(x1, x2, tk). In this case, it can be seen that
Eqs. (21)–(28), with an assumption that the mean of the
unresolved scales is zero, are essentially identical to the
formulas given in Mitchell and Daley (1997a,b), which
were obtained in a discrete setting by searching for the
gain that minimizes the trace of the matrix obtained by
evaluating Srr,a

k (x1, x2) at grid points. Also, in this spe-
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cial case it can be shown that the computed covariances
Srr, f

k and Srr,a
k are the same as the actual estimation

error covariances Prr, f
k and Prr,a

k (see Jazwinski 1970,
Example 8.2).

c. The traditional filter

The third formulation can be derived from the
Schmidt–Kalman filter equations by setting Sru, f

k and
Sru,a

k to zero. It can also be derived by assuming that
�o

k �N (0, Hc
2k[Hc

1kCu
k(· , ·)]T � Rk) with Hc

2k[Hc
1kCu

k(· , ·)]T

given a priori, and neglecting the sequential correlation
of the observation error defined in (18) (see Cohn
1997) and the correlation between the observation er-
ror and the state wr. With this approach, the estimation
equations are

wk
r,a�x� � wk

r, f�x� � Kk
r �x���wk

o � Hkwk
r, f�·�

� Hk
cwu�· , tk���, �31�

Kk
r �x� � �HkSk

rr, f�x, ·��TMk
�1, �32�

Sk
rr,a�x1, x2� � Sk

rr, f�x1, x2� � Kk
r �x1�HkSk

rr, f�· , x2�,

�33�

and

Mk � H2k�H1kSk
rr, f�· , ·��T � H2k

c �H1k
c Ck

u�· , ·��T � Rk,

�34�

along with (26) and (27). This filter can be implemented
exactly, because all the equations are for functions in
the finite-dimensional subspace B N

k . Also, for applica-
tion of this filter, Hc

2k[Hc
1kCu

k(· , ·)]T is needed, in con-
trast to the full Cu

k(x1, x2) needed for the Schmidt–
Kalman approach. Recursions for the actual estimation
error covariances arising from this filter are derived in
Janjić (2001).

Suppose now that B is a Hilbert space. Then, B N
k is

best viewed as a finite-dimensional Hilbert space, and
wr can be expanded in terms of orthogonal basis func-
tions �i, k (x), i � 1, . . . N, of B N

k . We denote the N �
1 vector of expansion coefficients for wr as ŵr, the N �
N matrices of expansion coefficients of the functions
Srr, f

k , Srr,a
k as Ŝrr, f

k , Ŝrr,a
k , and the N � pk matrix of ex-

pansion coefficients of the pk-row vector Kr
k(x) as K̂r

k.
Also, we define F̂r

k,k�1 as the N � N matrix whose
elements are

�F̂k,k�1
r �ij � ��i,k�x� �Fk,k�1

r �j,k�1��x, tk� dx, �35�

and Ĥk as the pk � N matrix given by

Ĥk � �Hk�1,k�·�, . . . , Hk�N,k�·��. �36�

Using this notation the traditional filter Eqs. (31)–
(34), (26), and (27) become

ŵk
r,a � ŵk

r, f � K̂k
r �wk

o � Ĥkŵk
r, f � Hk

cwu�· , tk���,

�37�

K̂k
r � Ŝk

rr, fĤk
TMk

�1, �38�

Ŝk
rr,a � Ŝk

rr, f � K̂k
r ĤkŜk

rr, f, �39�

Mk � ĤkŜk
rr, fĤk

T � H2k
c �H1k

c Ck
u�· , ·��T � Rk, �40�

and

ŵk
r, f � F̂k,k�1

r ŵk�1
r,a , �41�

Ŝk
rr, f � F̂k,k�1

r Ŝk�1
rr,a �F̂k,k�1

r �T. �42�

Equations (37)–(42) have the form of a discrete Kal-
man filter but include a representativeness (unresolved
scales) mean in (37) and a representativeness (unre-
solved scales) error covariance term in (40) because
they have been derived from first principles from the
continuum Kalman filter.

4. An example for advective dynamics

In this section, an analytical example is formulated in
order to test the assimilation methods introduced in
section 3. For this example we demonstrate first that
the traditional filter and the Schmidt–Kalman filter
both work well given the exact covariance function
Wuu. However, since this requirement cannot be satis-
fied in practice, the traditional filter is then tested under
more realistic conditions, using a conventional model
for the covariance matrix Hc

2k[Hc
1kCu

k(· , ·)]T. After de-
scribing tests with the conventional model, which failed
to give satisfactory results, a more successful model is
then formulated and tested.

a. Model dynamics

An analytical solution describing advection dynamics
on the sphere is needed to avoid introducing numerical
modeling errors into the assimilation procedure. In this
way, only initial error, measurement error, and the ob-
servation error due to unresolved scales will be present
in the estimation problem. However, in order to test
properly the assimilation methods discussed in section
3, the analytical solution must depict a sufficiently com-
plex dynamical process. Few such analytical solutions
on the sphere are available (e.g., Williamson et al.
1992), and none that we know of is adequate for our
study (Janjić 2001). For this reason an appropriate
model dynamics is defined here, and the corresponding
solution is found and examined.

2904 M O N T H L Y W E A T H E R R E V I E W VOLUME 134



Consider the two-dimensional advection equation on
the sphere with nondivergent advecting wind,

�w

�t
�

1

a2 cos�

��

��

�w

�	
�

1

a2 cos�

��

�	

�w

��
� 0, �43�

w�	, �, 0� � w0�	, ��, �44�

where a is the radius of the sphere, � ∈ [0, 2�] is lon-
gitude, � ∈ ���/2, �/2] is latitude, � is the stream-
function, and t ∈ [0, �) is time. We take ���(�, �) to
be independent of time. The solution w(�, �, t) of (43)
is sought for arbitrary initial condition (44).

We consider streamfunctions of the form

��	, �� � d1a2 sin� �
d2a2

6
�3 sin2� � 1�, �45�

with d1 � �1. The corresponding velocity vector has
zonal and meridional velocity components, respec-
tively,

u � �d1a cos� � d2a cos� sin�, 
 � 0. �46�

Here, a is chosen as the unit for measuring distance,
so that at � � 0 the distance an air parcel travels over
a time interval of length 1 is a. For a typical atmospheric
advection speed on the order of 20 m s�1, the time scale
t � 2� corresponds to a little more than 23 days. Pro-
files of u are shown in Fig. 1 for d2 � 1 (solid line),
d2 � 0.1 (dashed line), and d2 � 0 (dotted line). Note

that for d2 � 0, we have solid-body rotation. Nonzero d2

introduces shear into the flow, which creates anisotropy
of the estimation error covariance (Ménard et al. 2000).
It also introduces unresolved scales.

In our case of the streamfunction depending only on
�, the solution of the advection Eqs. (43) and (44) can
be obtained readily by the method of characteristics.
For the streamfunction (45), the general solution is

w�	, �, t� � w0�	 � d1t � d2t sin�, ��. �47�

In particular, the solution for the initial condition
given by

w�	, �, 0� � a1 sin� � a2 cos	 cos� � a3 sin	 cos�

�48�

is

w�	, �, t� � a1 sin� � a2 cos�	 � d1t � d2t sin�� cos�

� a3 sin�	 � d1t � d2t sin�� cos�. �49�

Solutions of (43) and (44) for more general stream-
functions, depending on � as well as �, are given in
Janjić (2001).

The initial condition (48) can be written in terms of
the spherical harmonics as

w�	, �, 0� � ŵ10�0�Y1
0�	, �� � ŵ11�0�Y1

1�	, ��

� ŵ1,�1�0�Y1
� 1�	, ��, �50�

FIG. 1. Zonal velocity (in dimensionless units; see text) for d2 � 1 (solid line), d2 � 0.1
(dashed line), and d2 � 0 (dotted line), as a function of latitude � in radians.
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with

ŵ10�0� �
a1

A10
, ŵ11�0� �

a2

2A11
�

ia3

2A11
,

ŵ1,�1�0� � �ŵ1,1�0�. �51�

Here, we denote by Ym
l (�, �) the spherical harmonic

(e.g., Arfken 1995):

Yl
m�	, �� � AlmPl

| m |�sin��eim	, �52�

where P | m |
l is the associated Legendre function and

Alm � �2l � 1
4�

�l � |m | �!
�l � |m | �!��1�2�

� ���1�m if m  0

1 if m � 0
.

�53�

The corresponding solution (49) of the advection
equation can be expanded in terms of the spherical
harmonics as

w�	, �, t� � �
l�0

�

�
m��l

l

ŵlm�t�Yl
m�	, ��, �54�

with

ŵl0�t� � ŵl0�0�, for l  0,

ŵl1�t� � ŵ11�0�e
id1t

A11

Al1
i�l�1��jl�1�d2t� � jl�1�d2t��, for

l  1,

ŵl,�1�t� � �ŵl1�t�, for l  1,

ŵlm�t� � 0, for l  |m |  2, �55�

where ji for i � 0, 1, . . . , are the spherical Bessel func-
tions (see appendix A). Although only three spherical
harmonics are present at the initial time, infinitely
many harmonics are generated for t � 0 in general, due
to the shear flow for d2 � 0. In the solid-body rotation
case d2 � 0, the number of nonzero spherical harmonic
coefficients remains the same as in the initial condition.

We consider only nonzero values of d2 in the experi-
ments, and therefore nonzero coefficients of the spheri-
cal harmonics are always generated. The numerical
value of the coefficient d2 determines how quickly the
spherical harmonic spectrum of the solution evolves.
Thus, the success of state estimation procedures can be
expected to depend on the value of d2.

b. State estimation

The state to be estimated is taken to be a truncated
version of the expansion (54); namely,

wr�	, �, t� � �
l�0

1

�
m��l

l

ŵlm�t�Yl
m�	, ��, �56�

where ŵlm(t) are defined by (55). For the initial condi-
tion (48), we take the coefficients ai � N (0, 1) to be
uncorrelated with each other, or aiaj� � 0 for i � j.

Equation (56) serves to define the resolved subspace
B N

k for our example: it consists of all linear combina-
tions of the spherical harmonics Y0

1, Y�1
1 and Y1

1. Thus,
B N

k is independent of time tk and has dimension N � 3.
It can be verified that (13) is satisfied while (16) is not.
Equation (56) also defines the projection operator 	k:
it is the identity operator on B N

k , and the zero operator
on B \B N

k .
We point out that a discretization is possible that

ensures that both (13) and (16) are satisfied. Namely, in
the case of fully Lagrangian discretization with the re-
solved scales defined as volume averages over N
Lagrangian trajectories, the resolved and unresolved
scales are dynamically decoupled and evolve separately
(Lyster et al. 2004). While the Lagrangian approach has
many practical advantages, the spherical harmonic dis-
cretization is better suited to the detailed investigation
described here.

The state estimation is carried out with initial condi-
tion wr,a

0 (�, �) � 0, and since wr
0(�, �)� � 0, the initial

covariance functions are given by

S0
rr,a�	1, �1, 	2, �2� � w0�	1, �1�w0�	2, �2��,

S0
ru,a�	1, �1, 	2, �2� � 0. �57�

Note that the initial covariance function Srr,a
0 is iso-

tropic, since from (48) we have that

w0�	1, �1�w0�	2, �2�� � a1
2� sin�1 sin�2

� a2
2� cos	1 cos	2 cos�1 cos�2

� a3
2� sin	1 sin	2 cos�1 cos�2

� cos�, �58�

where � is the spherical angle subtended by the points
(�1, �1) and (�2, �2); compare with Gaspari and Cohn
(1999, Example 2.6). Also, by (49) and our assumptions
on the ai, it follows that w(�, �, t)� � 0 for all t, and
from (51) and (55) it follows that wr(�, �, t)� � 0 also.
Therefore, in our experiments wu(�, �, t)� � 0 for all
times t.

The observations are taken as the values of the ana-
lytical solution (49) at the observation points, with a
small normally distributed measurement error �m

k �
N (0, 10�6I). Therefore, as can be seen from (55), the
observations contain all scales of motion. Taking point
observations is justified because the full state (49) is
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bounded and continuous for all finite time. The obser-
vations are taken to be located at 41 equally spaced
points along the meridian � � �. The assimilation is
carried out at 92 instants per time cycle of length 2�.
This corresponds to assimilation approximately every 6
h during 23 days.

c. Experiments with the exact unresolved-scales
covariance function

The first tests are done using the traditional filter and
the Schmidt–Kalman filter, and taking Cu

k(x1, x2) �
Wuu(x1, x2, tk) since Wuu defined in (29) is known ex-
actly in our model problem. It is calculated analytically,
using the formula

Wuu�	1, �1, 	2, �2, t� � W�	1, �1, 	2, �2, t�

� Wrr�	1, �1, 	2, �2, t�

� w�	1, �1, t�wr�	2, �2, t��

� wr�	1, �1, t�w�	2, �2, t��,

�59�

where

W�x1, x2, tk� � w�x1, tk�w�x2, tk��, Wrr�x1, x2, tk�

� wr�x1, tk�w
r�x2, tk��. �60�

In (59), W is calculated by the method of character-
istics from the initial covariance given in (58). The re-
solved-scales covariance function Wrr is calculated us-

ing (51), (55), and the assumptions on the coefficients ai

stated after (56). The cross-covariance function w(�1,
�1, t)wr(�2, �2, t)� is calculated using (49), (55), and (56).

Both methods performed well for both values of d2

tested. This can be seen from Fig. 2, which shows for
d2 � 1 (left panel) and d2 � 0.1 (right panel) the trace
of the computed and actual covariance functions de-
fined by the formulas

trSk
rr,a � �

0

2� �
���2

��2

Sk
rr,a�	, �, 	, �� cos� d	 d�,

�61�

trPk
rr,a � �

0

2� �
���2

��2

Pk
rr,a�	, �, 	, �� cos� d	 d�.

�62�

These integrals are calculated analytically for our
model problem. The results shown in Fig. 2 suggest that
the time correlation of the observation error, and its
correlation with the state, which are ignored by the
traditional filter, in this example do not have a signifi-
cant deleterious impact on the assimilation.

However, to use the traditional filter in practice, an
estimate of the unresolved-scales covariance matrix
Hc

2k[Hc
1kWuu(· , ·, tk)]T at the observation locations is

needed. Rather than use our knowledge of this covari-
ance, in subsequent experiments we model it by
Hc

2k[Hc
1kCu

k(· , ·)]T. We note that initially Wuu(�1, �1, �2,
�2, 0) � 0, since wu(�, �, 0) � 0 for all �, �. Also Wuu(�1,

FIG. 2. Comparison of the actual and computed covariances for the Schmidt–Kalman filter and the traditional filter, for both (left)
d2 � 1 and (right) d2 � 0.1. The trace of the computed covariance S rr,a

k of the traditional filter is denoted by the dotted line, and that
of the actual covariance P rr,a

k for the traditional filter by the dashed–dotted line. The trace of the computed covariance of the
Schmidt–Kalman filter is denoted by the dashed line, and that of the actual covariance for the Schmidt–Kalman filter coincides with
the computed one, and is denoted by the solid line. Log scale is used on the ordinate, where the units are arbitrary. The abscissa is time
in dimensionless units as described in the text.
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�1, �2, �2, t) is not isotropic for all t � 0 (see Janjić
2001). However, Wuu(�1, �1, �2, �2, t) does depend on
�1 and �2 only through dependence on �1 � �2, at all
times t. The matrix Hc

2k[Hc
1kWuu(· , · , tk)]T is not close to

a diagonal matrix. For instance, the ratio of the sum of
the diagonal elements to the sum of the absolute values
of all the elements of this matrix is maximal for d2 � 1
at approximately t � 6.5� and is about 0.05 (result not
shown), whereas a value of 1.0 would be obtained for a
diagonal matrix.

d. Experiments using a modeled covariance

A simple approximation is to take the unresolved-
scales covariance matrix at observation locations to be
diagonal and constant in time: Hc

2k[Hc
1kCu

k(· , ·)]T � �2I.
This approximation mimics the operational practice of
accounting for the observation error due to unresolved
scales by increasing the diagonal of the measurement
error covariance matrix R by some fixed amount (e.g.,
Courtier et al. 1998, their appendix B). It does not gen-
erally give satisfactory results for the traditional filter in
our model problem, as can be seen in Figs. 3 and 4. In
the left panels of Figs. 3 and 4 are the cross sections of
the fields wr(�, �, 2�), w(�, �, 2�), and wr,a(�, �, 2�)
along the meridian � � � where the observations are
located, for d2 � 1 and �2 � 31 (Fig. 3) and for d2 � 0.1
and �2 � 3 (Fig. 4). These values of �2 were chosen by
running the traditional filter for a discrete set of values
of �2 ∈ [0, 100] in increments of ��2 � 1 and then

choosing the value of �2 for which the trace of Prr is the
smallest at time t � 2� and for which the trace of Prr is
also smaller than the trace of Srr throughout the assimi-
lation period up to t � 10�. It is evident by comparing
the full-state w and the resolved-scales-state wr in Fig. 3
(left panel) that for d2 � 1 the observation error due to
unresolved scales is large, while for d2 � 0.1 (Fig. 4, left
panel) it is modest. The corresponding state estimates
wr,a have different phases compared to wr, and in the
case of d2 � 1 even the amplitude of wr,a is significantly
different from that of wr. The right panels in Figs. 3 and
4 show the trace of the computed and actual covariance
functions. From these tests we conclude that the unre-
solved-scales covariance between observation locations
must be modeled more carefully when the observation
error due to unresolved scales is large.

Additional experiments, holding the approximate
unresolved-scales covariance matrix constant in time
but not necessarily diagonal, also gave unsatisfactory
results (not shown). In one set of experiments,
Hc

2k[Hc
1kWuu(· , · , tk)]T was approximated by the zero

matrix, thus ignoring the observation error due to un-
resolved scales entirely. In another set, Hc

2k[Hc
1kWuu(· , · ,

tk)]T was approximated by its value at time t � �. From
these experiments we conclude that accounting for the
time dependence of the observation error due to unre-
solved scales is important in our model problem.

A simple time-dependent approximation is to appro-
ximate Hc

2k[Hc
1kWuu(· , · , tk)]T by its diagonal part, that is,

to take Hc
2k[Hc

1kCu(· , ·)]T � diag(Hc
2k[Hc

1kWuu(· , · , tk)]T

FIG. 3. (left) Cross section at � � � of the state estimate wr,a(�, �, t) (dotted line), the state wr(�, �, t) (dashed line), the full state
w(�, �, t) (solid line), and the observations (circles) for d2 � 1, at t � 2�, obtained with the traditional filter and Hc

2k[Hc
1kW uu(· , · , tk)]T

approximated by 31I, and (right) comparison in time of the trace of the actual (dashed–dotted line) and computed (dotted line)
covariances, P rr,a

k and S rr,a
k , respectively, for this traditional filter. The realization of the initial conditions used for the left panel is

a1 � 0, a2 � 1, and a3 � 0, where units on the ordinate are arbitrary and the abscissa is the latitude � in radians. Log scale in arbitrary
units is used on the ordinate in the right panel, where the abscissa is time in dimensionless units.
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at every time tk. Results under this approximation for
the traditional filter with d2 � 1 are shown in Fig. 5.
There is now excellent agreement between the state
estimate wr,a and the true resolved-scale state wr, as
shown in the left panel of Fig. 5, and this is borne out by
the global performance metrics shown in the right
panel. However, the computed covariance now under-
estimates the actual covariance significantly (Fig. 5,
right panel). The sudden decrease in trace near 0.7
cycles corresponds to the first zero of the function
j0(d2t) � j2(d2t) in (55). At that time ŵ11(t) � 0 for all
realizations, and we are only estimating ŵ10(0).

While the results shown in Fig. 5 are promising, over-
estimates of the actual estimation error covariance are
preferred to underestimates as a general rule (Cohn 1997,

p. 267 and p. 268). Furthermore, the approximation of
Fig. 5 requires specifying a large number of parameters,
one per observation, which is far more than can be
estimated reliably in practice (Dee 1995). Therefore,
we next consider approximating Hc

2k[Hc
1kWuu(· , · , tk)]T

by �2
kI, where �2

k � trace(Hc
2k[Hc

1kWuu(· , · , tk)]T), since
A � trace(A)I for every positive semidefinite matrix A;
that is, xTAx � trace(A)xTx for all x. This simple way to
overestimate Hc

2k[Hc
1kWuu(· , · , tk)]T accounts for its time

dependence, and depends on only one parameter,
namely �2

k.
Global performance results for the traditional filter

under this approximation are shown in Fig. 6 for d2 � 1
(left panel) and d2 � 0.1 (right panel). Comparing the
left panel in Fig. 6 with the right panel in Fig. 3, and the

FIG. 5. As in Fig. 3 but with Hc
2k[Hc

1kWuu(· , · , tk)]T approximated by diag(Hc
2k[Hc

1kWuu(· , · , tk)]T).

FIG. 4. As in Fig. 3 but for d2 � 0.1 and with Hc
2k[Hc

1kW uu(· , · , tk)]T approximated by 3I.
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right panel in Fig. 6 with the right panel in Fig. 4, we see
substantial improvement due to the time dependence of
�2

k. However, comparing the left panel in Fig. 6 with the
right panel in Fig. 5, we see that neglecting the spatial
structure along the diagonal of Hc

2k[Hc
1kWuu(· , · , tk)]T

detracts significantly from performance.
To capture this spatial structure at least crudely, we

make use of the inequality Hc
2k[Hc

1kWuu(· , · , tk)]T � �2
kC,

where C is the diagonal matrix whose diagonal ele-
ments are cos �i, �i being the observation locations, and
where

�k
2 ��

i�1

pk 1
cos�i

�H2k
c �H1k

c Wuu�· , · ,tk��
T�ii. �63�

This inequality, proven in appendix B, is a consequence
of the fact that the spherical harmonic coefficients of
Wuu(�1, �1, �2, �2, t) are all zero for zonal wavenumber
m � 0. Global performance results for the traditional
filter using the model Hc

2k[Hc
1kC u

k(· , ·)]T � � 2
kC are

shown in Fig. 7 for d2 � 1 (left panel) and d2 � 0.1
(right panel). Significant improvement is seen over the
results shown in Fig. 6. In particular, the sharp drop
for d2 � 1 near 0.7 time cycles has now returned. The
trace of the actual estimation error covariance Prr,a

k for
d2 � 1 is, however, about an order of magnitude larger
than that for the model of Fig. 5 (right panel). On the
other hand, the model in Fig. 7 does result in Srr,a

k over-
estimating Prr,a

k , and in fact it depends on only one

FIG. 7. As in Fig. 6 but with Hc
2k[Hc

1kW uu(· , · , tk)]T modeled using � 2
kC (see text for details).

FIG. 6. Comparison of the actual and computed covariances for the traditional filter with Hc
2k[Hc

1kWuu(· , · , tk)]T approximated by
trace(Hc

2k[Hc
1kWuu(· , · , tk)]T)I, for (left) d2 � 1 and (right) d2 � 0.1. The trace of the computed covariance S rr,a

k of the traditional filter
is denoted by the dotted line. The trace of the actual covariance P rr,a

k for the traditional filter is represented by the dashed–dotted line.
Units are as in Fig. 2. Log scale is used on the ordinate.
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parameter, namely �2
k. The possibility of estimating this

parameter adaptively, based on the observations them-
selves rather than on the knowledge of Wuu(·, ·, tk) that
we have in this model problem, is left to future work.

5. Summary and conclusions

This study has considered the observation error due
to unresolved scales in atmospheric data assimilation.
Two filter designs to treat this error were derived from
the continuum Kalman filter and were tested on a
simple model problem. The first of these, a version of
the Schmidt–Kalman filter, could be implemented ex-
actly for the model problem. In general this filter re-
quires further approximation, due to the presence of
correlation between resolved scales and the unresolved
scales, which are infinite in number. It is of theoretical
interest, however, because the resolved-scales covari-
ance matrices it calculates are in fact the actual estima-
tion error covariances. The filter formulation of Mitch-
ell and Daley (1997a,b) is also a version of the Schmidt–
Kalman filter.

The second filter design resembles the traditional dis-
crete Kalman filter. In principle it can be implemented
exactly, in that its evolution equations are defined on a
finite-dimensional space. It does not require knowledge
of the unresolved-scales covariance function itself, but
only of the representativeness error covariance matrix
obtained by evaluating this function at the observation
locations.

These two filters were tested for the problem of as-
similating point observations of a passive tracer in an
idealized shear flow on the sphere. This model problem
was carefully formulated in such a way as to isolate the
observation error due to unresolved scales and to avoid
other error sources that are generally present in prac-
tice, such as the errors of discretizing the dynamics and
the observation operator. For the point observations,
the observation error due to unresolved scales was usu-
ally large relative to the measurement error, and it in-
creased rapidly with increase of the shear parameter.
The unresolved-scales covariance function was also
highly anisotropic and nonstationary.

Both filters performed well when supplied with the
exact unresolved-scales covariance function. For the
traditional filter, diagonal approximations of the repre-
sentativeness error covariance matrix were also tested.
Stationary approximations fared poorly. Approximat-
ing this matrix by its diagonal part resulted in much
better performance, but the computed resolved-scales
covariances in this case underestimated the actual esti-
mation error covariances. Approximating the represen-
tativeness error covariance matrix by an appropriate

diagonal overestimate of this matrix resulted in good
performance, and in computed resolved-scales covari-
ances that overestimate the actual estimation error cova-
riances. The diagonal overestimate depends on a single,
time-dependent parameter, which is related to the trace
of the representativeness error covariance matrix.

An important implication of these results is that in
practice, even when the unresolved-scales covariance
function is highly anisotropic and nonstationary, it may
still be possible to treat the observation error due to
unresolved scales adequately. We obtained good per-
formance results even with a rather crude approxima-
tion of the full Kalman filter equations, and very limited
information about the unresolved-scales covariance
function.
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APPENDIX A

Solution of the Advection Equation in Terms of
Spherical Harmonics

Lemma 1: If the streamfunction � � �(�) is inde-
pendent of �, then for the initial condition given by

w�	, �, 0� � �
l�0

N

�
m��l

l

ŵlm�0�Yl
m�	, ��, �A1�

the spherical harmonic coefficients of the solution (54)
are zero for |m | � N.

Proof: From (A1) using the method of the character-
istics it can be shown that the solution of the advection
equation for streamfunction independent of � is given
by (see Janjić 2001)

w�	, �, t� � �
l�0

N

�
m��l

l

ŵlm�0�Yl
m�	 �

1

a2 cos�

��

��
t, ��,

�A2�

and due to the orthogonality of the spherical harmon-
ics, from (54) and (A2) we get
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ŵpq�t� � �
l�0

N

�
m � �l

l

ŵlm�0�AlmApq�
���2

��2

Pl
| m |�sin��Pp

| q |�sin��e�iq�a2 cos���������t cos� d� �
0

2�

ei�m�q�	 d	. �A3�

From (A3) we see that ŵpq(t) � 0 unless m � q, and
since |m | � N, then

ŵpq�t� � 0, � |q | � N. �A4�

Lemma 2: If l1 � l2 � l3 � |m1 | � |m2 | � |m3 | is odd,
or if |m1 | � |m2 | � |m3 | is even and | l1 � l3 | � l2, or
if |m1 | � |m2 | � |m3 | is even and l2 � l1 � l3, then

�
�1

1

Pl1
| m1 |�x�Pl2

| m2 |�x�Pl3
| m3 |�x� dx � 0.

Proof: First, note that the associated Legendre func-
tion P | m |

l (x) can be written as

Pl
| m |�x� � �1 � x2� | m | �2Ql� | m |�x�. �A5�

Here, Ql� | m |(x) is a polynomial of degree l � |m |
with the property that if l � |m | is odd (even), then
Ql� | m |(x) is a linear combination of monomials of odd
(even) degrees in x. Using (A5) we see that

�
�1

1

Pl1
| m1 |�x�Pl2

| m2 |�x�Pl3
| m3 |�x� dx � �

�1

1

�1 � x2�� | m1 |� | m2 |� | m3 | ��2Ql1� | m1 |�x�Ql2� | m2 |�x�Ql3� | m3 |�x� dx.

The product Ql1� | m1 | (x)Ql2� | m2 | (x)Ql3� | m3 | (x) is a
polynomial of degree l1 � l2 � l3 � ( |m1 | � |m2 | �
|m3 |). This degree is odd if l1 � l2 � l3 � |m1 | � |m2 |
� |m3 | is odd since it is equal to l1 � l2 � l3 � |m1 | �
| m2 | � | m3 | � 2( | m1 | � | m2 | � | m3 | ). There-
fore, either one or all three of l i � | mi | in
Ql1� | m1 | (x)Ql2� | m2 | (x)Ql3� | m3 | (x) are odd. Since

Ql� | m | (x) is a linear combination of monomials of
odd (even) degrees in x, in both of these cases
Ql1� | m1 | (x)Ql2� | m2 | (x)Ql3� | m3 | (x) is an odd function.
Therefore, in (A5) we are integrating an odd function
over a symmetric interval and this integral is zero.

Suppose l2 � l1 � l3, then integrating by parts |m2 |
times gives

�
�1

1

Pl1
| m1 |�x�Pl2

| m2 |�x�Pl3
| m3 |�x� dx � �

�1

1

�1 � x2�� | m1 |� | m2 |� | m3 | ��2Ql1� | m1 |�x�Ql3� | m3 |�x�
d | m2 |Pl2

0 �x�

d | m2 |x
dx

� �
�1

1 d | m2 | ��1 � x2�� | m1 |� | m2 |� | m3 | ��2Ql1� | m1 |�x�Ql3� | m3 |�x��

d | m2 |x
Pl2

0 �x� dx. �A6�

Because |m1 | � |m2 | � |m3 | is even, the expression

d | m2 | ��1 � x2�� | m1 |� | m2 |� | m3 | ��2Ql1� | m1 |�x�Ql3� | m3 |�x��

d | m2 |x

�A7�

is a polynomial of degree l1 � l3. This polynomial can
be written in terms of Legendre polynomials of degree
smaller than or equal to l1 � l3. Therefore, (A6) be-
comes

�
�1

1

Pl1
| m1 |�x�Pl2

| m2 |�x�Pl3
| m3 |�x� dx �

�
�1

1

�
n�0

l1 � l3

anPn
0�x�Pl2

0 �x� dx � 0 �A8�

due to the orthogonality of Legendre polynomials.

Theorem 1: The solution w(�, �, t) of the advection
equation with the streamfunction given by (45), and the
initial conditions (48), can be expanded in terms of the
spherical harmonics in a series with the coefficients

ŵl0�t� � ŵl0�0�, for l  0,

ŵl1�t� � ŵ11�0�e
id1t

A11

Al1
i �l�1��jl�1�d2t� � jl�1�d2t��, for

l  1,

ŵl,�1�t� � �ŵl1�t�, for l  1,

ŵlm�t� � 0, for l  |m |  2, �A9�

where ji for i � 0, 1, . . . , are the spherical Bessel func-
tions.
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Proof: In lemma 1 we proved that for any purely
zonal wind, that is, for � independent of �, and for any
initial condition (A1), the number of spherical harmon-
ics of the solution (47) in the zonal direction is not
larger than in the initial condition. For the streamfunc-
tion (45), using (A1) and (47),

w�	,�,t� � �
l�0

N

�
m��l

l

ŵlm�0�Yl
m�	 � d1t � d2 sin�t, ��,

�A10�

and due to the orthogonality of the spherical harmonics
it follows that

ŵpq�t� � �
l�q

N

ŵlq�0�e
iqd1t2�AlqApq

� �
�1

1

Pl
| q |�x�Pp

| q |�x�eiqd2xt dx, � |q | � N.

�A11�

Using in (A11) the formula (see Arfken 1995)

eiqd2tx � �
n�0

�

in�2n � 1�jn�qd2t�pn
0�x�

�q � N, q  0, �A12�

we get

ŵpq�t� � �
l�q

N

�
n�0

�

ŵlq�0�e
iqd1t2�AlqApqin�2n � 1�jn�qd2t�

� �
�1

1

Pl
| q |�x�Pp

| q |�x�Pn
0�x� dx � |q | � N, q  0.

�A13�

The integral in (A13) vanishes unless n � l � p is
even and |p � l | � n � p � l (see lemma 2).

Therefore,

ŵpq�t� ��
l�q

N

�
n� |p�l |

p�l

ŵlq�0�e
iqd1t2�AlqApqin�2n � 1�jn�qd2t�

� �
�1

1

Pl
| q |�x�Pp

| q |�x�Pn
0�x� dx � |q | � N, q  0.

�A14�

In the special case of q � 0, jn(0) � 0 for all n � 0,
and j0(0) � 1, so that

ŵp0�t� � ŵp0�0�2�Ap0
2 �

�1

1

Pp
0�x�Pp

0�x�P0
0�x� dx � ŵp0�0�,

�A15�

since P0
0(x) � 1 and  1

�1 P0
p(x)P0

p(x) dx � (2�A2
p0)�1. In

the initial condition (50) only the spherical harmonic
coefficients ŵ10(0), ŵ11(0) and ŵ1,�1(0) are different
from zero. However, we will prove that for all l and all
t � 0, ŵl1(t) � 0 for d2 � 0. !amely, using (A14),

ŵp1�t� � �
n�p�1

p�l

ŵ11�0�e
id1t2�A11Ap1in�2n � 1�jn�d2t�

� �
�1

1

P1
1�x�Pp

1�x�Pn
0�x� dx. �A16�

Using lemma 2, and because

�
�1

1

P1
1�x�Pp

1�x�Pp�1
0 �x� dx �

4p!�p � 1�!�2p � 2�!

�p � 1�!�2p � 1�!�p � 1�!

�
2p�p � 1�

�2p � 1��2p � 1�
, �A17�

and

�
�1

1

P1
1�x�Pp

1�x�Pp�1
0 �x� dx �

�4�p � 1�!�p � 1�!�2p�!

�p � 1�!�2p � 3�!p!

�
�2p�p � 1�

�2p � 1��2p � 3�
,

�A18�

(A16) becomes

ŵp1�t� � ŵ11�0�e
id1t2�A11Ap1i�p�1�

2p�p � 1�
2p � 1

� �jp�1�d2t� � jp�1�d2t��, �A19�

that is,

ŵp1�t� � ŵ11�0�e
id1t

A11

Ap1
i�p�1� �jp�1�d2t� � jp�1�d2t��.

�A20�

We can obtain the formulas for ŵp,�1(t) from (A20) by
noting that for the solution to be real valued we need that

�Re�ŵl1�t�� � Re�ŵl,�1�t��, �A21�

Im�ŵl1�t�� � Im�ŵl,�1�t��. �A22�

APPENDIX B

Bound on the Unresolved-Scales Covariance
Function

First we establish the inequality

�
���2

��2 �
���2

��2

f��1�V��1, �2, t�f��2� cos�1 cos�2 d�1 d�2

� �
���2

��2

V��, �, t� cos� d��
���2

��2

f2��� cos� d�

�B1�
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for all functions f(�) that are square integrable against
cos� on ���/2, �/2], where

V��1, �2, t� �
Wuu��, �1, �, �2, t�

cos�1 cos�2
. �B2�

Expanding the unresolved-scales covariance function
Wuu at the meridian � � � in terms of the spherical
harmonics, we have

Wuu��, �1, �, �2, t� �

�
l�2

�

�
| m |�1

ŵlm�t�ŵl,m�t��Alm
2 Pl

1�sin�1�Pl
1�sin�2�,

�B3�

since from (55) the only nonzero spherical harmonic
coefficients have |m | � 1. Since each P1

l (sin�) � cos�
Ql(sin�) for a polynomial Ql of degree l � 1, this can be
rewritten as

V��1, �2, t� � �
n�0

�

�n�t� sinn�1 sinn�2 �B4�

for some coefficients �n(t). Equivalently,

V��1, �2, t� � �
n���

�

	n�t�� 1

"2
ein� sin�1�

� � 1

"2
e�in� sin�2� �B5�

for some coefficients �n(t), since {sinn�}�n�0 and
{ein� sin�}�n��� span the same space, namely the space of
functions f such that  �/2

��/2 f2(�) cos� d� exists and is
finite. Equation (B5) is just an eigenfunction expansion
of V(�1, �2, t), which can be shown to be a covariance
function and therefore has eigenvalues �n(t)  0.

Defining the Fourier coefficients

f̂n ���

2����2

��2

e�in� sin�f��� cos� d� and �B6�

�
1

"2�
�
��

�

e�in�f�sin�1
�

�� d�, �B7�

upon integrating (B5) against f(�1)f(�2) cos �1 cos �2

we get

�
���2

��2 �
���2

��2

f��1�V��1, �2, t�f��2� cos�1 cos�2 d�1 d�2

�
1
� �

n���

�

	n�t� | f̂n |2 and �B8�

�
1
�

	�t� �
n���

�

| f̂n |2, �B9�

where

	�t� � max
���m��

	m�t� � �
n���

�

	n�t�

� �
���2

��2

V��, �, t� cos� d�. �B10�

The final equality in (B10) follows by setting �1 �
�2 � � and integrating both sides of (B5) against cos �.
From Parseval’s relation we have

�
n���

�

| f̂n |2 � �
��

�

f2�sin�1
�

�� d�

� ��
���2

��2

f2��� cos� d�. �B11�

Combining (B9), (B10), and (B11) gives (B1).
Now choose f(�) as follows. Define the sets

�i � ��:� ∈ ��i �
1
2

��, �i �
1
2

����, i � 1, . . . , p,

�B12�

where �i are the observation locations along the merid-
ian � � � and �� is a small number, and let Ii(�)
denote the indicator function of #i,

Ii��� � �1 � ∈ �i

0 otherwise.
�B13�

Given any vector f � [ f1, . . . , fp]T, let

f��� �
1

���i�1

p

fiIi���. �B14�

Inequality (B1) then becomes

fTWf � ��
i�1

p

�i�fTCf, �B15�

where W � W(t) is the matrix whose elements are

Wij �
1

����2
�

�i

�
�j

Wuu��, �1, �, �2, t� d� 1 d� 2,

�B16�

C is the diagonal matrix whose diagonal elements are

Ci �
1

�� �
�i

cos� d�, �B17�

and

�i � �i�t� �
1

�� �
�i

Wuu��, �, �, �, t�

cos�
d�. �B18�
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As �� → 0 in (B16)–(B18) at time t � tk we have

W → H2k
c �H1k

c Wuu�· , · , tk��
T, �B19�

Ci → cos�i, and �B20�

�i →
1

cos�i
�H2k

c �H1k
c Wuu�· , · , tk��

T�ii , �B21�

since the integrands in (B16)–(B18) are continuous at
each finite time tk. This proves the desired result.
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